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The effect of dose rate (DR), or neutron flux (f), on irradiation hardening (�sy)
and embrittlement of reactor pressure vessel (RPV) steels is a key unresolved
issue. We report a rigorous evaluation of DR effects based on a very large �sy

database we developed for RPV steels with a wide range of compositions,
including a set of split-melt alloys with controlled and systematic variation in
Cu, Ni and Mn content. The steels were irradiated at 290�C in three f-regimes to
a wide range of overlapping fluences (ft). The contribution of copper-rich
precipitates (CRPs) to �sy increases up to a plateau hardening that is a strong
function of the alloy Cu, Ni and Mn content, but is relatively independent of DR.
However, the pre-plateau region is shifted to higher ft with increasing DR. The
shift can be approximately accounted for by defining an effective fluence (fte) as
fte�ftðfr=fÞ

1=2, where fr is a reference flux. The f�1=2 scaling is consistent with
a vacancy plus self-interstitial-atom (SIA) recombination rate controlling
mechanism. The �sy data are analysed with a combined model describing: (a)
the excess vacancy concentration under irradiation as a function of DR, including
the effect of solute vacancy traps on recombination; (b) the corresponding
radiation enhanced Cu diffusion (RED) coefficient (D*); (c) the resulting
accelerated growth of CRPs; and (d) the contribution of CRPs to �sy.
Recombination is shown to increase with higher alloy Ni and Mn content,
consistent with a solute–vacancy trapping mechanism. In spite of high
recombination rates, however, RED is extremely efficient, with the D* ranging
up to a factor of 60 or more times higher than predicted by simple rate theory
models. Various explanations of the high diffusion rates are discussed, including
large vacancy–solute binding energies that control the vacancy concentrations
and jump frequencies near solutes in a way that can enhance both diffusion
and recombination.

1. Introduction

In service, exposure to energetic neutrons degrades the fracture toughness of reactor
pressure vessel (RPV) steels. Irradiation embrittlement is typically characterized by
an increase in a temperature (�T) marking the transition between the low toughness
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cleavage and high toughness ductile fracture regimes. A large number of irradiation
and metallurgical variables, and variable combinations, control �T[1–5]. Irradiation
variables include the neutron flux (f), fluence (ft) and spectrum and temperature
(Ti). The metallurgical variables include the start-of-life concentrations and distri-
butions of solutes (like Cu, Ni, Mn and P) and the microstructure that are mediated
by both the alloy’s composition and thermo-mechanical processing history.
Fundamental research has provided improved understanding of embrittlement, lead-
ing to physically based models that have increased the reliability of statistical �T
data correlations [2, 3, 6–9].

However, proper treatment of f, or dose rate (DR) effects is a key outstanding
issue [10]. The primary mechanism of embrittlement in RPV steels is irradiation
hardening (�sy) produced by nm-scale features that develop under irradiation
[1–3, 6–9]. The sequence of relations — �T to �sy – nanofeatures to �sy – irradia-
tion and metallurgical variables to the nanofeatures — can be linked in hierarchical
multiscale models [8]. Both the effects of the nanofeatures on �sy and �sy on �T
have been developed and continue to be refined. The focus of this work is on the
effect of DR on the kinetics of the evolutions of nanofeatures themselves. These
include matrix features (MFs), believed to be solute–vacancy cluster complexes,
and Cu-rich precipitates (CRPs). The MFs form in aged displacement cascades
and dissolve by vacancy emission over characteristic annealing times [3, 11–13].
Sub nm-scale cluster complexes that dissolve over periods that are much less than
typical test reactor irradiation times are called unstable matrix features (UMFs); and
slightly larger cluster complexes that persist for much longer times are called stable
matrix features (SMFs). The MFs contain a variety of solutes that bind to the
vacancies, including Ni and Mn; but MFs do not require Cu to form.

Dissolved Cu is highly supersaturated at typical impurity levels (>� 0.1 wt%)
and it diffuses and clusters to form a high density of nm-scale coherent CRPs alloyed
with Mn and Ni [3, 6, 12]. Copper precipitation is relatively slow under thermal
ageing conditions at PRV operating temperatures around 290�C, but is greatly
accelerated by radiation-enhanced diffusion (RED). Enhanced diffusion results
from an excess concentration of migrating vacancies that are generated by atomic
displacements in cascades created by the high-energy recoils from neutron–nuclear
interactions. Other fine scale features that form under irradiation, in some circum-
stances, include self-interstitial atom (SIA) cluster-dislocation loops as well as alloy
carbides, nitrides and phosphides and Mn–Ni–Si rich precipitates [3, 12]. The ther-
modynamics and kinetics of the nanofeature evolutions are mediated by
the combination of irradiation and metallurgical variables, hence, intrinsically
depend on both Ti and f.

Two-feature, CRP plus SMF models, such as the one described in NUREG/CR
6551, form the current basis for predicting RPV embrittlement [2]. In the NUREG
study, physically based, analytical models were fitted to a large power reactor engi-
neering database of 609 �T data points from reactor surveillance programmes. The
CRP contribution to �T is a product of two terms: one depends on the alloy Cu and
Ni content; and the other is a function of f and ft. The CRP contribution to
embrittlement saturates at high ft due to Cu depletion, at a �T that is independent
of DR. Higher DR shifts the pre-plateau CRP contribution to higher ft. The SMF is
independent of Cu and DR, but increases with increasing P and decreasing Ti. The
SMF contribution does not saturate, increasing roughly in proportion to

ffiffiffiffiffi
ft

p
. The

NUREG model is schematically illustrated in figure 1a. Here �sypm is the maximum
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precipitate contribution (�syp) to �sy. The ft needed to reach �sypm/2 is specified
by ftpm/2. Note, ftpm/2 increases with increasing DR. Similar two-feature models
developed by various British researchers have long been the basis for predicting �T
for both C–Mn–Ni–Mo light water reactor (LWR)-type steels [9] and C–Mn steels
used in Magnox reactors [7].

The NUREG analysis found a DR dependent embrittlement regime at very low
f, less than about 1014 nm�2 s�1. This DR effect is likely caused by the anomalous
rapid thermal diffusion of Cu, leading to precipitation, and corresponding age hard-
ening, that would, in the limit, occur even in the absence of irradiation. Strong
evidence in support of this hypotheses is found in thermal age hardening due to
Cu precipitation observed in Fe–Cu–Mn model alloys, as well as high Ni and Cu
RPV steels. Ageing at 290 and 350�C for periods of only 7200 h resulted in �sy up to
185 MPa [14]. Both 3-D atom probe [15] and combined electrical resistivity and
Seebeck coefficient measurements [16] have shown that the amount of thermal Cu
precipitation is consistent with measured �sy. There is also substantial evidence for
DR effects at high f, characteristic of greatly accelerated test reactor irradiations [3,
11, 12].

The balance between the vacancy generation rate and the corresponding net rate
at which they annihilate at sinks and recombine with SIA governs the RED rates.
A DR-dependent regime is believed to begin above about 5� 1015 nm�2 s�1 at 290�C

Figure 1. (a) Schematic illustration of the CRP plus SMF model of irradiation hardening.
Note the ft needed to produce 50% of the maximum CRP hardening is indicated as ftpm=2

and increases with increasing f. (b) A schematic illustration of the DR dependence for various
combinations of thermal diffusion contributions to D* (Dcu), solute trap recombination (STR)
and unstable matrix feature (UMF) sink mechanisms. The STR mechanism is the dominant in
the intermediate DR regime that is the focus of this study.
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due to a high concentration of the UMF clusters generated in aged displacement
cascades that act as sinks for mobile defects [3, 11, 12]. The UMF sinks eliminate
equal fluxes of vacancies and SIA (effectively recombining them), thus slowing the
RED growth of CRPs by lowering D*. The presence of such vacancy cluster-com-
plexes (nanovoids) has been demonstrated in model alloys by both small
angle neutron scattering (SANS) and positron annihilation (PAS) studies [17, 18].
In more complex alloys, solutes like Mn, Ni, P, Si, C and N are also likely to
segregate to smaller, but more numerous UMF cluster-complexes. Low-temperature
(290 and 350�C) post-irradiation annealing has been used to characterize the UMFs
[3, 11, 19].

The net Cu diffusion leading to a given amount of precipitation at a specified
ft, is D*t¼D*ft/f, where D* is the RED coefficient. Thus if D* scales with fp,
then ftpym/2 scales with f1�p. In the UMF sink-dominated regime, D* has a
Ti-dependent maximum value that is independent of f(p¼ 0). In this case, D*ft/f
depends only on the irradiation time (ti) and Ti, thus ftpym/2 scales with f [3, 11, 12].
At lower DR, D* � fp, where p<1 due to UMF sinks and SIA–vacancy recombina-
tion. In the recombination dominated regime, D* increases with f1=2 (p¼ 1/2) and
the corresponding ftpym/2 scales with f1=2 and depends on Ti [3, 12]. Recombination
can be neglected in pure iron at DRs even well in excess of those typically encoun-
tered in accelerated RPV steel test reactor irradiations [5, 12]. However, in alloys,
solutes bind with and trap vacancies [20], thereby increasing recombination rates.
Strong solute vacancy trapping shifts the recombination dominated DR regime
down to much lower f.

Network dislocations are the primary fixed defect sinks. Recombination becomes
negligible at low DRs in the dislocation sink dominated regime. In this case, D*
increases in proportion to DR, as D* � f (p¼ 1), thus ftpym/2 is independent of DR
and Ti. However, as noted above, the thermal diffusion coefficient (Dcu) of Cu may
approach D* at very low DR. In the limiting case, where D*�Dcu, the D*ft=f is
again only a function of ti and ftpym/2 scales with f and depends on Ti. The
magnitudes of Dcu and D* depend on complex binding interactions between vacan-
cies and solutes that increase the thermal vacancy concentration and control the
frequencies of five (or more) vacancy exchanges with the solute and neighbouring
(primarily Fe) atoms [21–23]. Solute–vacancy binding leads to a Dcu that is signifi-
cantly greater than the self-diffusion coefficient (Dsd) [21–23] and thus a
correspondingly larger D*.

In summary, DR effects are expected to occur over a wide range of f due to the
combination of: (a) thermal contributions to Cu diffusion (Dcu) at very low DRs;
(b) solute trap enhanced recombination (STR) over a range of intermediate DRs;
and (c) UMF sinks at the highest DRs. Indeed, DR independence is expected only
for fixed (dislocation) sink-dominated conditions lying between the thermal diffusion
and recombination-dominated regimes. This is schematically illustrated in the plot of
ftpm/2versus f in figure 1b for various combinations of mechanisms. Extensive test
reactor studies by Williams and co-workers have shown a strong DR dependence in
the intermediate f regime [9]. However, this database is primarily for relatively low
Ti� 260�C. The actual scaling laws governing DR effects and boundaries of the
various regimes at � 290�C are not well established. This is particularly true in
the critical low-to-intermediate DR regime, from about �0.05 to 5� 1015 nm�2 s�1,
encompassing typical surveillance and vessel environments in pressurized water
reactors (PWRs).
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In the remainder of this paper we focus on a rigorous evaluation of DR effects
based on irradiation of a large number of RPV steels in the University of California
Santa Barbara (UCSB) Irradiation Variable (IVAR) facility located at the
University of Michigan Ford Research Reactor (FRR). The irradiations analysed
here were carried out at 290�C in three different f regimes, from � 6� 1014 to
9� 1015 nm�2 s�1, over a range of overlapping ft (4 to 8 in each f regime) from
�0.04 to 4� 1023 nm�2. The alloy matrix included a total of 44 RPV steels, 35 with
�0.1% Cu and 9 with low or no Cu. The alloy matrix included both split-melt heats
with a wide range of controlled variations in Cu, Ni and Mn contents, as well as a
number of commercial type welds and some base metals. The overall database
consists of 647 irradiation and material conditions. Post irradiation studies included
both tensile tests to measure �sy and small-angle neutron scattering (SANS) char-
acterization of the embrittlement nanostructures. In this paper the �sy data are
analysed using standard rate theory models. Details of the analysis of the SANS
data will be reported in a future paper.

2. Experimental

2.1. Alloys

The alloys investigated in this study were characterized by optical metallography, as
well as baseline tensile and hardness testing. Compositions (reported here in wt%)
were determined by a combination of atomic absorption spectroscopy and intersti-
tial element analysis. For simplicity and consistency, we use nominal compositions in
this paper. A detailed compilation of the actual alloy compositions, processing paths
and heat treatments can be found elsewhere [1, 4]. The alloys are classified in two
broad groups:

1. CM-series and L-series: A set of 27 complex A533B-type split-melt bainitic
steels with single-variable composition variants to evaluate the effects
of different combinations of Cu (0.0–0.8%), Ni (0.0–1.6%), Mn (0–1.6%)
and P (0.005–0.040%). These alloys had typical prior austenite grain sizes
of � 50 mm and microstructures ranging from tempered bainite to mixed tem-
pered bainite-ferrite. The unirradiated sy varied from about 385 to 500MPa,
averaging � 470MPa.

2. CWP-series: A set of 17 commercial-type, reference or program welds and
base metals. There is a significant database on both unirradiated and irra-
diated tensile properties on most of these steels. The CWP-series consists of:
10 intermediate � 0.6–0.8% Ni submerged arc welds (SAW) with 0.06–0.35%
Cu; 3 high � 1.6% Ni SAW with 0.04–0.55% Cu; and 4 low to intermediate
� 0.2–0.8% Ni base metals with�� 0.14% Cu. The CWP-series encompassed
a wide range of prototypic tempered bainitic-ferritic low alloy steel micro-
structures with unirradiated sy that varied from about 425 to 550MPa,
averaging � 500MPa.

2.2. Specimens, irradiations and post-irradiation testing

Sub-sized sheet tensile specimens with a 9mm long by 5mm wide gauge section were
precision punched from lapped 0.5-mm coupons. Two or more tests were carried
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out for each alloy-irradiation condition on a screw driven load frame at a strain rate
of 5.6� 10�2 s�1. The average 1 SD-uncertainty in sy (dsy) was about �15MPa. In
cases where there are only two tests, dsy was assumed to be the deviations from the
mean. The corresponding uncertainties in �sy were taken as the root mean square of
the individual dsy for the irradiated and unirradiated tests. Additional details of the
tensile testing are given elsewhere [4].

The irradiations were carried out at the IVAR facility at the FRR. Oak Ridge
National Laboratory (ORNL) operated IVAR for the US Nuclear Regulatory
Commission (NRC) sponsored program at UCSB. The facility was designed by
UCSB and ORNL to provide irradiations at up to three well-controlled Ti in
three DR regimes defined as: low f � 0:9� 0:3� 1015 nm�2 s�1; intermediate
f � 3� 0:5� 1015 nm�2 s�1; and high f � 8� 3� 1015 nm�2 s�1. Here, the f and
ft are for neutron energies greater than 1MeV. The specimens were contained in
small capsules that could be inserted or removed at the end of a 12-day reactor cycle,
thus providing the opportunity to easily obtain multiple increments of ft; the num-
ber of increments and ft-range depended on the alloy and DR. At high f there were
7 to 8 ft increments from � 0.04 to 3.3� 1023 nm�2; at intermediate f there were 6
ft increments from � 0.04 to 1.6� 1023 nm�2; and at low f there were 4 to 8 ft
increments from 0.006 to 0.4� 1023 nm�2. The actual f and ft for the 17 290�C
IVAR capsules that are the source of data for this paper were based on detailed f
maps provided ORNL [24] and are reported elsewhere [5]. We also independently
evaluated the f at various locations based on activation measurements of Fe and Ni
monitor wires included in a subset of the capsules. The f and ft values are estimated
to be accurate within about �10%. Irradiation temperatures were monitored and
controlled by a large number of thermocouples located in close proximity to the
specimen capsules. The absolute temperatures of the samples are based on detailed
heat transfer calculations and are estimated to be accurate within �5�C.

3. A fitting model of DR effect to analyse the IVAR database

The primary purpose of the standard rate theory based �sy(ft,f) fitting model we
develop in this section was to systematically analyse and extract physically relevant
parameters from the enormous IVAR database. The model was intended to answer
the question: what does the IVAR database reveal about the effects of metallurgical
and irradiation variables in general, and about DR effects in particular? The model
was fit to each individual alloy irradiated to various ft levels at what we term high,
intermediate and low DRs. Notably, the model was not intended be a full theoretical
predictive treatment of embrittlement. However, the fitting model was structured to
reflect the most likely, and we believe robust, set of physical embrittlement mechan-
isms [3, 12]. The basic validity of the fitting model is reflected by the high degree to
which it has been found to be consistent with the observed data trends. Thus the
model provides a good physical basis for extracting and interpreting the various fit
parameters.

The fitting model framework is as follows. First, we evaluated the steady-state
vacancy concentration (atom fraction) Xv as a function of non-dimensional para-
meters (e.g., Z and gs – see below) representing combinations of the material pro-
perties of a particular alloy irradiated at a specified f and Ti. The Xv was then
related to the corresponding radiation enhanced diffusion (RED) coefficient (D*).
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The D* was next used in a Avrami-type transformation expression (see e.g. [25]) to
model the CRP growth kinetics as a function of f and ft, in terms of fp(ft,f)/fpm;
here fp(ft,f) is the CRP volume fraction at a specified ft and f, and fpm is the
maximum (or plateau) volume fraction. Finally, a dispersed obstacle hardening
relation, �syp¼�sypm

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fp=fpm

p
, was used to model the corresponding CRP contri-

bution (�syp) to �sy(ft), where �sypm is the maximum, or plateau, hardening.
Defect conservation balances, treating vacancy and SIA production, transport

and fate, were used to establish the steady-state Xv(f) [3, 12, 26]. If Xv is propor-
tional to f there is no DR effect; if Xv is proportional to fp, where p<1, then there
is a DR effect of the type illustrated in figure 1, where ftpm=2 scales with f1�p.
Vacancy fates include clustering, annihilation at sinks and recombination with
SIA. The dominant fixed sinks are dislocations. The UMF also act as sinks that
are dominant at very high DRs. The model uses standard expressions for the indi-
vidual sink strengths [26]: for spherical UMF, as well as isolated vacancies that act as
sites for SIA recombination, Sc/v� 4pNc/vrc/v, where Nc/v and rc/v are the sink num-
ber density and capture radius respectively; and for an orderly arrangement of a net
density r of straight segments, the dislocation sink strength is Sd� r. The total sink
strength is St¼ Scþ Sd. The model neglects bias, which would have a small effect on
Xv and RED. Note in the very low dose regime, pertinent to RPV irradiations, bias
driven defect accumulation of voids and dislocation loops is insignificant. However,
a growing population of SMFs, that may act as fixed sinks, do develop with increas-
ing ft. This effect slows the growth of CRPs at high ft, but is effectively accounted
for in the Avrami model fitting parameter, b, that is discussed below. The model also
assumes that a sink easily absorbs any defect that arrives at its capture radius. Note,
the effects of both actual sink efficiency and complex geometric arrangements of
dislocation structures that are found in RPV steels may reduce the effective Sd to
a value significantly less than r. Finally, it is important to note that there is no
evidence in the IVAR database of f� Ti kinetics that would be associated with
so-called production bias rate theory, that assumes a dominant role of one-dimen-
sional diffusion of clusters that contain most of the SIAs [27, 28]. Specifically, the
effective sink strength for solute trapped vacancies is much too low for SIA clusters
that migrate one-dimensionally to produce the large fraction of defect recombination
that is observed in the IVAR database.

Since DR effects are governed by the vacancy concentrations, we first derive a
quantitative model of Xv(f). The nominal parameters used in the numerical evalua-
tions of Xv(f) are shown in parenthesis following the definition of the term.
However, it is important to once again emphasize that neither the parameters, nor
most of the assumptions described above, affect the use of the model to fit the �sy

database. Rather, the fits yield both non-dimensional and absolute values of the
parameters for a particular alloy and irradiation condition that can then be com-
pared to the model predictions to evaluate the validity of both the input parameters
and various assumptions in the model.

It is convenient to express Xv in terms of the fraction of vacancies and SIA that
escape recombination and reach fixed dislocation sinks (gs) as,

Xv ¼
½gsðT,f, StÞ�f�dpa�

½DvSt�
ð1aÞ

Here sdpa (¼ 1.5� 10�25m2) is the displacement-per-atom (dpa) cross-
section, � (¼ 0.4) is the fraction of vacancies and SIA created per dpa, Dv (1.13�

Effect of dose rate on irradiation hardening 785



10�16m2 s�1 at 290�C) is the vacancy diffusion coefficients (	 than the interstitial
diffusion coefficient). If gs¼ 1 (the sink dominated case) there is no DR effect; if
gs<1 there is a DR effect. For recombination that occurs as vacancies and SIA
diffuse freely through the ferrite matrix [12]

gsm ¼
2

Z

� �
½ð1þ ZÞ1=2 � 1�, ð1bÞ

Z ¼
16prv�f�dpa
�aDvS

2
t

ð1cÞ

Here rv (¼ 0.57 nm) is the SIA-vacancy recombination radius and �a

(¼ 1.17� 10�28m3) is the atomic volume. Using the nominal parameters and
St¼ Sd¼ 2� 10–14m2 (taken as the nominal baseline value) significant recombina-
tion, defined by gs¼ 0.5, occurs at a high DR for f>3� 1017nm�2 s�1 at 290�C.

However, recombination is greatly enhanced if vacancies are strongly bound to a
high concentration (Xt) of solute trapping sites. Assuming that a solute trap is
limited to one bound vacancy and that a small fraction of traps are occupied
(Xt
Xtv),

�f�dpa þ
Xtv

�t
�DvXv

St þ 4pðrtXt þ rrXvÞ

�a

� �
¼ 0 ð2aÞ

DvXv4prtXt

�a

�
Xtv

�t
�
DvXv4prtXtv

�a

¼ 0 ð2bÞ

�t �
b2

½Dv exp �Hb=RTð Þ
ð2cÞ

Here, rt (� rv¼ 0.57 nm) is the trap capture radius, �t is the average trapping time,
Hb is the trap-vacancy binding enthalpy and b (¼ 0.248 nm) is the atomic spacing.
Solute vacancy binding energies are typically in the range of about 5 to 30 kJmol�1

[20]. However, the effective Hb may be even higher. Equations (2) can be solved for
the f corresponding to a specified gst(f, Ti, St, Xt,Hb) as

fðgstÞ ¼
ð1=gst � 1ÞSt=��dpa

ð4prt�t=�að4prtXtgst=�aSt þ gst � 1ÞÞ � ð4prv=DvSt�aÞ
ð2dÞ

Recombination can also occur at multiple vacancy trapping sites, including at
coherent precipitate interfaces. Trapping at small solute cluster complexes may be
particularly important, since the binding energies of additional vacancies are rela-
tively large. For example, assuming the vacancy formation energy is 175 kJmol�1

and the surface energy is 1.5 Jm�2, the binding energy for a 5-vacancy cluster is
about 70 kJmol�1. These (and other) effects can be treated by more detailed rate
theory models, but again they can also be accounted for approximately by treating
Hb, Sd and Xt as ‘effective’ parameters. Recombination also occurs at the thermally
unstable vacancy cluster complex UMF sinks formed in aged displacement cascades.
The UMF build-up to a steady-state concentration and an Sc that is directly propor-
tional to the DR [3, 12] and decreases with increasing Ti. As shown elsewhere [5], it is
also possible to account for the UMF sinks by taking St¼ Sdþ Sc, where Sc is
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determined from the characteristic UMF annealing time �c (¼ 3� 105 s at 290�C),
radius rc and formation cross section, sc (¼ 1.5� 10�29m2).

Figure 2a plots the gs(f) for Xt¼ 0.03 and Hb¼ 30 kJmol�1, accounting for all
the processes described above, except thermal Cu diffusion, using the nominal model
parameters. The gs transitions between a DR independent, sink dominated regime
at very low f, through a solute trap recombination dominated DR regime at inter-
mediate f, to a cascade cluster dominated DR regime at very high f. Figure 2b plots
the corresponding f at gs¼ 0.5 as a function of Hb for various Sd and Xt. These
results clearly indicate that solute enhanced recombination is likely to be important
over a wide range of DR pertinent to RPV embrittlement.

The RED D* for Cu can be generally expressed as [5]

D�
� ½DvXv�

Dcu

Dsd

� �
þDcu �

gs��dpaf
St

� �
Dcu

Dsd

� �
þDcu � Kðf, TÞfþDcu: ð3aÞ

Here Dcu/Dsd (>1) is the ratio of the thermal Cu to Fe self-diffusion coefficients,
where the RED self-diffusion coefficient is D�

sd � DVXV. The K(f, T) is the RED
factor, where D*¼K(f, T)f and

Kðf, TÞ ¼ gs
Dcu

Dsd

� �
��dpa
St

� �
ð3bÞ
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Figure 2. (a) The gs(f) at 290
�C showing the transition from sink, to solute trap recombina-

tion, to UMF dominance of the fate of vacancies with increasing DR for the nominal para-
meters given in the text. (b) The f at gs¼ 0.5 as a function of Hb for various Sd and Xt.
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For D* 
 Dcu, the maximum RED factor Km 6¼ f(f) is obtained for gs¼ 1. A lower-
bound empirical extrapolated estimate of Ds(0.27% Cu)/Dsd� 5 at 290�C [21] yields
Km� 1.5� 10�39m4. Fits to the �sy(ft) data (see below) suggest this D* estimate
may be low by factors of up to about 60 or more for Ni-bearing alloys. Such
differences can be attributed to a combination of underestimates of Dcu/Dsd, arising
from strong solute–vacancy interactions; and, perhaps, overestimates of the disloca-
tion sink strength, Sd. Other effects, such as small mobile vacancy cluster complexes
and complex correlated diffusion in semi-concentrated alloys, may also lead to
higher effective D* and Km.

In the recombination-dominated regime, the effect of DR can be described by a
simple scaling law as K(fr)¼K(fr)ðfr=fÞ

1=2, where fr is a reference flux f, taken
here as 3� 1015 nm�2 s�1. More generally gs(f)/gs(fr)� ðfr=fÞ

p. The p can be eval-
uated at fr, or considered to be an effective average for the range of DRs encoun-
tered. The DR scaling exponent p varies continuously with increasing f: The
effective p starts at 1 in the thermal diffusion dominated regime at very low DR;
p is 0 in the sink-dominated regime and p¼ 1/2 in the recombination-dominated
regime. The p again approaches 1 at high DRs in the UMF sink-dominated regime.
At around 300�C and less D*
Dcu at all but the lowest DRs (	1014 nm�2 s�1).
Note, D* also depends on Ti, due to its effect on Xv(f) and gs, as well as the vacancy
concentrations and jump rates near a solute atom that control Dcu/Dsd and Dcu.
Even if gs	 1, deep in the recombination dominated regime, large D* are consistent
with strong solute–vacancy binding and correspondingly high values of [Dcu/Dsd].

We use a generalized Avrami type form [25] to model fp(fte)/fpm as a function of
the effective fluence (fte) as

fpðfteÞ
fpm

¼ f1� exp½�ðFfteÞ
b
�g: ð4aÞ

Here, F and b are fit parameters that set fte scale and interval for precipitation,
respectively. Larger F means precipitation and hardening occurs at lower fte.
Larger b narrows the fte region between the start and completion (e.g. 5–95%) of
precipitation.

The corresponding �syp(fte) is given by

��ypðfteÞ ¼ ��ypm

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fpðfteÞ
fpm

s
: ð4bÞ

Here �sypm is the plateau CRP hardening fit parameter. If the kinetics are primarily
controlled by long-range Cu diffusion to a fixed number (Np) of growing CRPs,
b¼ 3/2 [3, 5, 12, 24]. The F can be interpreted as

F ¼ ð10:55NpÞ
2=3

ðXc=XpÞ
1=3KðfrÞ: ð4cÞ

Here Xe is the Cu initially in solution, Xp is the fraction of Cu in CRPs that are
alloyed with Mn and Ni, and K(fr) is the RED factor at the reference fr. Assuming
negligible Cu solubility in ferrite and approximately full precipitation, fpm�Xe/Xp.
The model does not treat precipitate nucleation or coarsening stages, and ignores the
modest solubility of Cu in local equilibrium with CRPs. However, assuming b¼ 3/2
is based on rather severe approximations of the physics governing precipitation and
hardening under irradiation. For example, it is well established that Cu precipitation
kinetics involve overlapping regimes of nucleation, growth and coarsening that are
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not reflected in the simple diffusion-controlled growth model [3, 12]. And K(fr)
may decrease with increasing ft due to the build-up of SMF defect sinks. Further,
equation (4b) does not fully account for the fact that, in addition to

ffiffiffiffiffi
fp

p
,��yp also

depends on the size, composition and structure of the CRPs. The net �syp also
depends on how the individual CRP contribution combines, or superimposes, with
that due to pre-existing obstacles to dislocation slip [3].

The expressions above model �syp(fte) as a function of the effective fluence, fte,
and do not depend on DR. The DR dependence is accounted for by adjusting the
actual fluence, ft, to the effective fluence, fte, as

fte ¼ ft
gsðf, LÞ
gsðfr, LÞ

� �
¼ ft

gsðZLÞ

gsðZLrÞ

� �
ð4dÞ

Here L is a fit parameter defined by ZL¼LZ (or Lf) where gs and Z are given
by equations (1b) and (1c). The parameter L sets the scale for recombination.
Large L and ZL correspond to a low gs and a p approaching the recombination-
dominated limit of 1/2.

If Np, Xc and Xp are known, the RED factor K(fr) can be evaluated from
equation 4c. The corresponding maximum K without recombination (Km) at
gs¼ 1 is

Km ¼
KðfrÞ

gsðLfrÞ
ð4eÞ

A least square procedure was used to optimize the fit parameters F, b, L, �sypm

for each individual alloy irradiated in this study. The DR effect is determined by
finding the L that provides the best common �syp(fte) fit for the datasets in the low,
intermediate and high DR regimes. Since fr is at the intermediate DR, the fte=ft
is >1 for the low DR data and <1 for the high DR data.

4. Results and analysis

Equation (4) was used to analyse the very large IVAR 290�C �sy database. This
database includes a total of 35 Cu-bearing alloys. We have corresponding micro-
structural information from SANS to provide estimates K(fr) and Km for a subset
of 19 of these alloys. The CRP hardening, �syp, is experimentally defined by
subtracting the SMF hardening from the measured �sy in the Cu-bearing alloys as

�syp ¼ �sy � B
ffiffiffiffiffi
ft

p
: ð5aÞ

Here B was found, when possible, by fitting the �sy(ft) data for a steel with the
same nominal composition as the particular Cu-bearing alloy being analysed, except
that it does not contain Cu. For example, alloy CM3 (0% Cu, 0.8% Ni, 1.6% Mn,
0.005% P) is the no-Cu analogue of the Cu-bearing CM11, 13, 16 and 19 alloys
(also with 0.8% Ni, 1.6% Mn, 0.005% P) containing 0.1–0.4% Cu. In cases where
the Cu free steel data are not available (like the CWP series alloys), the best fit for a
linear function of composition to the individual B for all the low Cu (<0.1%) steels
was found to be

B ¼ 681Pþ 460Cuþ 10:4Niþ 10:7Mn� 10ðMPaÞ: ð5bÞ
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The resulting B(Cu¼ 0, Ni, Mn, P) from equation (5b) was then used in equation
(5a) to evaluate the �syp for the particular Cu bearing alloy with a specified Ni,
Mn and P content. Since B

ffiffiffiffiffi
ft

p
is generally fairly small, the overall uncertainty in

evaluating �syp with these procedures is estimated to be about� 15MPa, which is
similar to other sources of experimental scatter in the data.

Figure 3 illustrates the common trends observed in the IVAR database and the
results of the fitting procedure. Figure 3a plots the raw �sy versus logft data at low
(squares), intermediate (circles) and high (diamonds) DRs for a 0.4% Cu, 1.25% Ni
alloy (LD). Figure 3b shows a similar plot for �syp. Both figures 3a and b show that
higher DRs shift the �sy and �syp to higher ft. Figure 3c shows the corresponding
plot of the �syp versus logfte data based on fitting L and b. The solid and dashed
curves show the results of fixed b¼ 3/2 and fitted b, respectively. As expected, the
latter generally results in a slightly better fit. Notably, the �syp fall in a common
band when plotted on the logfte scale. In this case, the gs are 0.023, 0.036 and 0.069
for the high, intermediate and low DRs respectively, corresponding to an average
p� 0.49, essentially at the recombination dominated limit. These results clearly
indicate that a large amount of recombination occurs in this alloy even at the lowest
DR. Figure 3c also shows the �syp plateaus at �sypm at high fte. This is more
clearly seen in figure 3d showing a linear plot of �syp versus fte.
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Figure 4 shows plots of�syp versus logfte for a series of CM alloys with different
Cu, Ni and Mn contents. The narrow pre-plateau trend band of �syp(fte) data at
the various DRs is similar to that shown in figure 3c. However, in some cases the
high DR plateau �sypm falls somewhat below, and in one case significantly below,
the corresponding intermediate and low DR data. Further, the 0.2% Cu alloy with-
out Ni shows an over-aging type decrease in �syp, following a peak at a relatively
low fte. The �syp are small for both the low 0.1% Cu and 0.0% Ni free alloys.
The �sypm are much larger for alloys with a significant Cu, Ni and Mn content.
Clearly, higher Ni and, to a lesser extent, higher Mn result in a very large increase in
�sypm (note the change in scale). These elements also affect the pre-plateau fte
dependence of �syp. Lower Cu and higher Ni and Mn shift the �syp-curves to
higher fte. These specific examples are completely representative of the behaviour
of essentially all other alloys in the IVAR database [5].

Indeed, the IVAR database is an enormously rich source of information on both
the individual and combined effects of essentially all the significant irradiation and
material variables on irradiation hardening. More detailed and comprehensive
analysis of this database is given elsewhere [5], and will be the subject of future
publications. The focus of this paper is on DR effects at 290�C. However, the trends
in the overall IVAR database can be summarized briefly as follows:
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Figure 4. Effects of Cu, Ni and Mn variation on the �syp(�te) along with the diffusion
controlled growth (solid lines) and generalized (dashed lines) Avrami-type model fits.
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– For a specified alloy and Ti (¼ 290 and 270�C), DR effects in the pre-plateau
region can be accounted for by adjusting the actual ft to an effective
fte�ftðfr=fÞ

1=2 based on a simple rate theory model and fit parameter
that sets the scale of recombination. DR effect is not observed at Ti¼ 310�C.

– The plateau �sypm is independent of DR at low and intermediate f, but is
lower in some cases at high f.

– Avrami-type precipitation hardening models provide good fits to the
�syp(fte) data.

– Lower Cu increases the minimum fte for the initiation of hardening and �syp

is � 0 for Cu<0.1%. Variations in Ni do not affect significantly the threshold
fte marking the start of CRP hardening. However, higher Ni increases the fte
needed to reach the plateau �sypm. There is an indication of decreases
(over-ageing) in �syp at high fte in some alloys that do not contain Ni.

– Higher Ni increases �sy, �syp and �sypm; and Mn has a similar, but smaller,
effect.

We will focus here on further quantifying DR effects using the generalized Avrami
model, since it provides a slightly better fit to the �syp(fte) data; however, the trends
for the diffusion-controlled growth model (b¼ 3/2) are generally very similar. With
the exception of two CM-series alloys with no Ni, the averaged b is � 1.2� 0.25. The
b was � 4 for the two CM alloys with 0.0% Ni; this indicates a very narrow fte range
for hardening between the threshold and plateau limits.

Figure 5a plots the average DR scaling exponent p versus Ni for various alloy
groupings indicated in the legend and described below. Averaging mitigates the large
scatter in the results for individual alloys. In great part, this scatter arises from the
relative insensitivity of the statistical fits to the precise value of p, especially deeper in
the recombination regime (at p values approaching the limiting value of 1/2), as well
as other limitations in some subsets of the data. For example, in low Ni alloys there
is little �syp data in the pre-plateau region to fit. The filled circles are for the CM, L
and CWP-series with >0.1% Cu and >1.2% Mn. The overall average p is
� 0.38� 0.12. The p for two lower Mn alloys (one with 0% Mn and the other
with � 0.8% Mn, open circles) with � 0.8% Ni was lower, averaging p� 0.34. The
p for two other alloys with a much higher bulk 0.8% Cu content (filled diamond) or
higher final heat treatment temperature of 664 versus 600�C (open triangle), were
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concentration taken as Xt¼NiþMn, and the corresponding predictions of the rate theory
model using the nominal parameters for Hb¼ 25 to 35 kJmol�1.
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also somewhat lower, averaging p� 0.3. The average p for all the other CM, L and
CWP-series alloys increased with increasing Ni, approaching the recombination limit
of 1/2: p� 0.31 for �0.3% Ni; p� 0.38 for �0.6% Ni; p� 0.45 for 0.8% Ni; and
p� 0.47 for �1.2% Ni.

The corresponding overall average for gs(fr) was � 0.32� 0.26. The average
gs(fr) for the two lower Mn alloys was 0.47 and was 0.53 for the high 0.8% Cu
steel and for the alloy with 664�C heat treatment. The averaged gs(fr) decreases
(recombination increases) with increasing Ni content: gs(fr)� 0.46 for �0.3% Ni;
gs(fr)� 0.35 for � 0.6% Ni; gs(fr)� 0.18 for 0.8% Ni; and gs(fr)� 0.11 for �1.2%
Ni. The average gs(fr) data are shown in figure 5b plotted against the total alloy
MnþNi solute concentration. These data are in reasonable agreement with the
vacancy trap recombination model predictions of gs versus Xt (¼MnþNi) also
shown for Hb from 25 to 35 kJmol�1 as the solid and dashed lines.

The specified form of the recombination expression given in equation (1) also
provides a quantitative basis to extrapolate the results of this study to lower DRs.
Such extrapolation can be used to address the question: what is the low f bound
(fdr) of the DR-dependent regime due to recombination? Of course fdr depends on
the recombination criterion used; a reasonable choice is less than 20% recombina-
tion, or a gs� 0.8. Figure 6a plots fdr(gs¼ 0.8) versus Ni. While the points are very
scattered, and have large individual error bars, an overall trend to decreasing fdr

with increasing Ni is clearly evident. Except for some cases at low or no Ni, the fdr is
below, and at higher Ni levels significantly below, f ¼ 1015nm�2s�1. These results
explain why the embrittlement rates observed in very low DR Boiling Water Reactor
(BWR) surveillance programs are higher than found for PWRs at a factor of � 20
times higher DRs. Note that the fdr boundary for recombination does not preclude
contributions of anomalous thermal Cu diffusion to an additional DR effect at even
lower f as illustrated in figure 1b.

Another pertinent question is — assuming there is a DR effect what is its
significance and consistency for various steels and irradiation conditions? Of course
the answer to this question is that it depends of the specific alloy Cu, Ni and Mn
composition, Ti and ft. However, the significance and consistency of DR to the data
in the IVAR 290�C database, spanning about a factor of 10 in f, is shown in figure
6b. Here the predicted values of isyp for irradiations at the intermediate DR
reference fr, for all the individual alloy fits, are plotted against the corresponding
actual measured values. Thus, if there were no DR effects, the data would all fall in
the same scatter band. However, the least square fit lines show that the low DR
results in �syp that are on average � 50% larger than for the high DR irradiations.
Considering the modest range of ’, the DR effect is obviously very significant.

The fit parameters can also be used in equations (4c) and (4e) to estimate RED
diffusion factors K(fr) and Km based on SANS measurements of the nominal Np, Xc

and Xp that are summarized elsewhere [5]. Figure 7a shows that K(fr) (equation
(4c)) decreases systematically with increasing Ni. Considering alloys with more than
1.2% Mn, the K(fr) for the steel with 0.0% Ni is 2.3� 10�37 m4; the corresponding
average is � 1.24� 10�38m4 for the CM and L-series plates and welds with
� 0.6–0.8% Ni and � 2.9� 10�39m4 for the CM-series plates and welds with
>1.2% Ni. The decrease in K(fr) with increasing Ni is partially due to the
corresponding increase in solute trap recombination and the corresponding decrease
in gs. Figure 7b shows that the maximum RED factor, Km (equation (4e)), without
recombination, also decreases with increasing Ni, but by a much smaller amount.
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The even larger scatter band (� a factor of 10) for the Km estimates is primarily due
to the uncertainties in gs. The Km is � 3.8� 10�37m4 for the 0.0% Ni alloy.
The corresponding averages are Km� 8.0� 10�38m4 for the alloys with � 0.6–
0.8% Ni and Km� 4.4� 10�38m4 for the alloys with >1.2% Ni. Notably, these
Km fall well above the simple rate theory model estimate of � 1.5� 10�39 cm4. For
the Ni-bearing alloys, the average difference ranges between a factor of � 30 to 60 or
more. Thus these results show that RED of Cu (and other solutes) is very efficient
even when there is a significant amount of solute trap recombination that gives rise
to a strong DR effect.

The very high efficiency of excess vacancies produced by irradiation in accelerat-
ing solute diffusion is not fully understood. However, as noted previously, this is
probably due to a combination of mechanisms, including the rapid diffusion of small
vacancy cluster–solute complexes, correlated diffusion processes that occur at low
temperature in semi-dilute alloys with strong vacancy–solute (e.g. Cu, Mn, Ni, etc.)
interactions and effective defect sink strengths that are smaller than the actual
dislocation density used in the rate theory model. Notably, the large values of Km

also imply a large Dcu/Dsd, hence, high thermal Dcu at low temperature. This is also
consistent with the unexpectedly rapid thermal age hardening at low temperatures
due to precipitation of Cu.

5. Summary and conclusions

The results of this study provide a robust basis to assess DR effects on 290�C hard-
ening and embrittlement of RPV steels.

1. The pre-plateau CRP contribution to hardening,�syp(ft), is shifted to higher
ft with increasing DR. The shift can be accounted for by normalizing the
data to an effective fluence, fte�ftðfr=fÞ

p. The average p for the IVAR
database is � 0.4, indicating that recombination is responsible for the DR
effect in the f regime encompassed by the IVAR experiment.

2. The IVAR database shows that, on average, �syp is about 50% higher at the
low compared to high DR, spanning about a factor of 10 in f.

3. The effect of DR increases with increasing alloy solute content, approaching
the recombination dominated limit of p¼ 1/2 at high Ni and Mn levels. It is
estimated that between 60 and 90% (or more) of the vacancies and SIA
recombine at the reference DR of fr ¼ 3� 1015 nm�2- s. These observations
provide strong support for the hypotheses that DR effects primarily arise
from a solute vacancy trap enhanced recombination mechanism. The effective
solute (Mn and Ni)-vacancy binding energy is estimated to be in the range of
� 30 kJmol�1.

4. The estimated lower bound fdr for the recombination DR regime is les than
to much less than � 2� 1014 nm�2 for RPV alloys with typical contents of
0.6–0.8% Ni; and fdr is even lower for higher Ni levels. A DR-dependent
regime may also occur at even lower f due to thermal diffusion of Cu.

5. The plateau �sypm is independent of f at low and intermediate DR but, in
some cases, is somewhat lower at the highest DR.

6. In spite of the large amount of recombination, RED is extremely efficient.
Estimates of the maximum RED factor, Km, for Ni-bearing alloys range from
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about 30 to 60 or more times higher than predicted by simple rate theory
estimates.

7. There are a number of possible explanations of the high RED efficiency
including: (a) lower effective defect sink strengths than that based on the
estimated total dislocation density; (b) rapid diffusion of small vacancy clus-
ter-solute complexes; (c) correlated diffusion processes in semi-dilute alloys;
and (d) strong vacancy–solute binding interactions, that not only increase
recombination, but also significantly influence the jump frequencies of vacan-
cies in the vicinity of solutes, resulting in Dcu
Dsd. Such solute–vacancy
interaction effects are also consistent with the anomalously high values of
low temperature thermal diffusion effects discussed in section 1.

Finally, we note that the results of this study are generally consistent with a similar
analysis of SANS data on the CRP evolutions that will be reported in the future.
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