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1. Page 46, fourteenth line. Change “uniqueness of the estimator” to “existence of the esti-
mator for all measurements y .” Thanks to Steven Kuntz of UCSB for helpful discussion
of this issue.

2. Page 52, Figure 1.6. Change Lx and Ld to L̃x and L̃d, respectively, in the figure, and add
the following sentence to the caption, “For simplicity we show the steady-state Kalman
predictor form of the state estimator where x̂ := x̂(k | k − 1) and L̃x := ALx + BdLd
and L̃d := Ld.” Thanks to Pratyush Kumar and Travis Arnold of UW for pointing out this
erratum.

3. Page 93, Equation (2.1). Add f : X× U→ X and that sets X and U are assumed closed.

4. Page 97, ninth line from top, change (2.7) to (2.5).

5. Page 97, tenth line from bottom. Change

In by far the majority of applications the control is constrained. Nevertheless, it
is of theoretical interest to consider the case when the optimal control problem
has no constraints on the control.

to

In by far the majority of applications the set of controls U is bounded. Neverthe-
less, it is of theoretical interest to consider the case when U is not bounded; e.g.,
when the optimal control problem has no constraints on the control.

Thanks to Doug Allan of UW for his help in propagating this change through the rest of
Section 2.4.2, page 120.

6. Page 97, fourth line from bottom. Change from:

Ūc
N(x) := {u | VN(x,u) ≤ c}

to:
Ūc
N(x) := {u ∈ UN(x) | VN(x,u) ≤ c}

7. Page 98, Assumption 2.3, lines 1–2. Change “If there are control constraints, UN(x) is
defined . . . ” to “The set UN(x) is defined . . . ”

8. Page 98, Assumption 2.3, line 4. Change “If there are no control constraints (Z = X×Rm),”
to “If U is unbounded.”
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9. Page 98, first line of part (b) of proof. Change “If there are control constraints,” to “If U is
bounded.”

10. Page 98, fifth line in part (b) of proof. Change

If instead there are no control constraints, that Ūc
N(x) is closed follows from the

fact that VN(·) is continuous.

to

If instead U is unbounded, the set Ũc
N := {u | VN(x,u) ≤ c} for c ∈ R>0 is closed

for all c and x because VN(·) is continuous; Ūc
N(x) is the intersection of this set

withUN(x), just shown to be closed. So Ūc
N(x) is the intersection of closed sets

and is closed.

11. Page 98, lines 7–12 from bottom. Change Uc
N(x) to Ūc

N(x) (five places).

12. Page 98, fifth line from bottom. Change ŪN(x) to Ūc
N(x).

13. Page 104, Theorem 2.7. Replace “Assumptions 2.2 and 2.3” with “Assumptions 2.2 and
2.3 (U bounded).”

14. Page 108, first sentence, second paragraph. Change
“For all j ∈ I0:N−1, let Vj(x,u), Uj(x), Pj(x), and V0

j (x) be defined, respectively, by (2.3),
(2.4), (2.5), and (2.6), with N replaced by j.”
to:
“For all j ∈ I0:N−1, let Vj(x,u), Uj(x), Zj , Pj(x) (and V0

j (x)) be defined, respectively, by
(2.3), (2.5), (2.6), and (2.7), with N replaced by j.”

15. Page 110, Proposition 2.10. Replace “Assumptions 2.2 and 2.3” with “Assumptions 2.2 and
2.3 (U bounded).”

16. Page 110, Proposition 2.10 (a), first line. Change “Vj(·) is continuous in Zj ,” to “Vj(·) is
continuous in Zj .”

17. Page 110, Proposition 2.10 (b), last sentence. Change “In addition, the set XN is positive
invariant forx+ = f(x, κN(x)).” to “In addition, the setsXj andXj−1 are positive invariant
for x+ = f(x, κj(x)) for j ∈ I≥1.”

18. Page 110, proof of Proposition 2.10 (b), last sentence. Change “ThatXN is positive invariant
for x+ = f(x, κN(x)) follows from (2.10), which shows that κN(·) steers every x ∈ XN
intoXN−1 ⊆ XN” to “ThatXj is positive invariant for x+ = f(x, κj(x)) follows from (2.10),
which shows that κj(·) steers every x ∈ Xj into Xj−1 ⊆ Xj . Since Xj−1 ⊆ Xj , κj(·) also
steers every x ∈ Xj−1 into Xj−1, so Xj−1 is positive invariant under control law κj(·) as
well.”

19. Page 111, proof of Proposition 2.10 (c), lines 5–10. Replace the following

this is possible since xi ∈ Xj implies xi ∈ X := {x ∈ Rn | U(x) ≠∅}. Since Zj is
closed, there exists a subsequence, indexed by I, such that zi = (xi, ui)→ z̄ = (x̄,
ū) ∈ Zj as i → ∞, i ∈ I. But Xj = {x ∈ X | ∃ u ∈ U(x) such that f(x,
u) ∈ Xj−1} = {x ∈ X | ∃ u ∈ U(x) such that (x,u) ∈ Zj} (see (2.11)). Hence
x̄ ∈ Xj so that Xj is closed.
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with the following

this is possible sincexi ∈ Xj impliesxi ∈ {X | Uj(x) ≠∅}. SinceUj(x) ⊆ U and
U is bounded, by the Bolzano-Weierstrass theorem there exists a subsequence,
indexed by I, such that ui → ū (and xi → x̄) as i → ∞, i ∈ I. The sequence
(xi, ui) ∈ Zj , i ∈ I converges, and, since Zj is closed, (x̄, ū) ∈ Zj . Therefore
f(x̄, ū) ∈ Xj−1 and x̄ ∈ Xj so that Xj is closed.

20. Page 111, first line of part (d). Change Xf to Xf .

21. Page 111, 11th line from the bottom. Change “f−1(·) is bounded on bounded sets if f(x,
u) = Ax + Bu and A is nonsingular or if f(·) is Lipschitz in x,” to “f−1(·) is bounded
on bounded sets if U is bounded and either f(x,u) = Ax + Bu and A is nonsingular, or
fc(x,u) is Lipschitz in x.”

22. Page 114, Assumption 2.14 (a). Change ℓ(x,u)r to ℓ(x,u) in the last inequality.

23. Page 115, Proposition 2.15. Replace “Assumptions 2.2 and 2.3” with “Assumptions 2.2 and
2.3 (U bounded).”

24. Page 115, second line before Proposition 2.16. Change Xf to Xf .

25. Page 115, Proposition 2.16. Replace “Assumptions 2.2 and 2.3” with “Assumptions 2.2 and
2.3 (U bounded).”

26. Page 116, third line from bottom. Change UN to UN(x). Thanks to Doug Allan of UW for
pointing out this erratum.

27. Page 117, fourth line from top. Delete the sentence, “Since there are no state or terminal
constraints, the state sequence x̃ is clearly feasible if u ∈ U.”

28. Page 117, eleventh line from bottom. Replace “V0
N(x) ≤” with “V0

N(x+) ≤”. Thanks to Xiyao
Liu of Northwestern Polytechnical University, Xi’an, China, for pointing out this erratum.

29. Page 117, sixth line from bottom. Delete the repeated phrase, “if, for all x ∈ Xf , there
exists a u such that” before the displayed equation.

30. Page 118, Proposition 2.18. Replace “Assumptions 2.2 and 2.3” with “Assumptions 2.2 and
2.3 (U bounded).”

31. Page 118, second displayed equation. Change Xf to Xf .

32. Page 119, 11th line from top. Change the phrase

The monotonicity property can be used to establish the descent property of V0
N(·)

proved in Theorem 2.19 by noting that

to:

The monotonicity property can also be used to establish the (previously estab-
lished) descent property of V0

N(·) by noting that

33. Page 119, Theorem 2.19. Replace “XN” with “XN (X̄c
N , for each c ∈ R>0)” (two places).
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34. Page 120. Insert at top of page.

For the proof withU unbounded, note that the lower bound and descent condition
remain satisfied as before. For the upper bound, if Xf contains the origin in its
interior, we have that, since Vf (·) is continuous, for each c > 0 there exists
0 < τ ≤ c, such that levτ Vf contains a neighborhood of the origin and is a
subset of both Xf and X̄c

N . One can then show that V0
N(·) ≤ Vf (·) for each

N ≥ 0 on this sublevel set, and therefore V0
N(·) is continuous at the origin so

that again Proposition B.25 applies, and Assumption 2.17 is satisfied on X̄c
N for

each c ∈ R>0.

35. Page 122, Proposition 2.24. Replace “XN” with “XN (X̄c
N , for each c ∈ R>0)” (two places).

36. Page 123, 6th line from bottom. Change x(i) ∈ X(k) to x(i) ∈ X(i) and u(k) ∈ U(i) to
u(i) ∈ U(i). Thanks to Robin Strässer of Universität Stuttgart for pointing out this and
the next several errata on pages 124–130.

37. Page 124, Assumption 2.25. Change (x,u), Vf (x,u, i) to x , Vf (x, i).

38. Page 129, Equation (2.21). Change V0
N(f (x, κN(x, i))) to V0

N(f (x, κN(x, i), i+ 1)).

39. Page 130, fifth line below Table 2.1. Change x+ = f(x, κN(x, i)) to x+ = f(x, κN(x, i), i).
40. Page 130, 12th line from bottom. Change x+ to x+.

41. Page 132, 8th line of Section 2.5.1. Change C′QyC to x′C′QyCx. Thanks to Professor
James Gibson of George Mason University for pointing out this erratum.

42. Page 136, second displayed equation. Change A′ to A. Thanks to Professor James Gibson
of George Mason University for pointing out this erratum.

43. Page 141, first line of quoted material. Change Xf to Xf .

44. Page 142, third line. Change x′Q(i)x(i) to x′Q(i)x.

45. Page 142, line 17. Change x+ to x+.

46. Page 146, ninth line from top. Replace i ∈ Ii:N−1 with j ∈ Ii:N−1. Thanks to Danylo Malyuta
of U. Washington for pointing out this erratum.

47. Page 162, second line from bottom. Change Q to −Q. Thanks to Koty McAlister of UCSB
for pointing out this erratum.

48. Page 172, replace Exercise 2.2 with the following.

Consider the continuous time differential equation ẋ = fc(x,u), and its discrete
time counterpart x+ = f(x,u). Suppose that fc(·) is continuous, and there
exists a positive constant c such that

∣∣fc(x′, u)− fc(x,u)
∣∣ ≤ c ∣∣x′ − x∣∣ ∀x,x′ ∈ Rn, u ∈ U

Show that f(·) is bounded on bounded sets. Moreover, if U is bounded, show
that f−1(·) is bounded on bounded sets.
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49. Page 201, tenth line from bottom. Change z(k) to x̄(k).

50. Pages 209–210. State constraints should not have been included in the inherent robust-
ness discussion. The following corrections repair this error. Thanks to Farshid Asadi of
Southern Methodist University for pointing out this erratum.

(a) Page 209, tenth line from bottom. Replace “state and control constraints” with “con-
trol constraints.

(b) Page 209, ninth line from bottom. Delete “x(i) ∈ X”.

(c) Page 209, eighth line from bottom. Change first two sentences to: “The set U is
compact and contains the origin in its interior.”

(d) Page 210, Equation (3.10). Delete “, φ̄(i : x,u) ∈ X” and “⊂ X".

(e) Page 210, 13th line from bottom. Replace “control, state, and terminal constraints”
with “control and terminal constraints”

(f) Page 210, eighth line from bottom. Delete “∈ X”.

51. Page 211, sixth line. Change f(x, κf (x)) to f̄ (x, κf (x)).

52. Page 212, sixth line. Change “(see Appendix A.11)” to “(Rockafellar and Wets, 1998, Exer-
cise 1.19).”

53. Page 212, 11th line from bottom. Change Vf (x0(N;x)) to Vf (x0(N;x+)). Thanks to
Zhigang Luo of Beihang University, China, for pointing out this erratum.

54. Page 212, fourth line from bottom. Change f(Rc , U,W) to f(Rc ,U,W).

55. Page 213, ninth line. Change invariant to invariance.

56. Page 215, ninth line. Remove “∃ x such that” at end of line so that it reads U(x) = {u | (x,
u) ∈ Z}. Thanks to Davide Mannini of UCSB for pointing out this erratum.

57. Page 216, (3.17). Change VN(x,µ to VN(x,µ).

58. Page 216, 17th line from bottom. Change µN−1 to µN−1(·).
59. Page 217, third line. Change f(x,u) to f(x,u,W).

60. Page 221, last equation, change inequality to equality.

61. Page 222, first line. Change ℓ(x, κN(x),w(0) to ℓ(x, κN(x),w(0)).

62. Page 222, lines 10, 12, and 15. Change subscript 0, N − 2 to 0 : N − 2.

63. Page 223, fifth line from bottom. Change “can done” to “can be done.”

64. Page 225, third displayed equation, change Aj to Ai−1−j . Thanks to Marco Kötter of the
Technical University of Munich for pointing out this erratum.

65. Page 227, 13th line from bottom. Change SK(i) to S(i). Thanks to Roushan Rezvani of
Linköping University for pointing out this erratum.

66. Page 229, fifth displayed equation. Change term K(x − x̄) to BK(x − x̄).
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67. Page 230, tenth line. Change κN(x̄) to κ̄N(x̄).

68. Page 230, 12th line from bottom. Change SK(∞× {0} to SK(∞)× {0}.
69. Page 232, fourth line from bottom. Change PN(x̄) to P̄N(x̄).

70. Page 233, fifth line from bottom. Change I≥ N to I≥N .

71. Page 234, 15th line from bottom. Change Wi to AiKW.

72. Page 234, last line. Replace last equation with κ̄∗N(x) := κ̄N(x̄∗(x))+K(x − x̄∗(x)).
73. Page 234. Delete the phrase after the first displayed equation, “in which S is an inner

approximation of SK(∞), e.g., S =W, or S =∑j
i=0A

i
KW, with j small enough to ensure the

computation of S is feasible.” Thanks to Matthias Müller of U. Hannover for pointing out
this erratum.

74. Page 234. Change S to SK(∞) in the first two displayed equations and paragraph following
them (two places).

75. Page 235. Change S to SK(∞) in the proof of Proposition 3.14.

76. Page 235, Statement of Proposition 3.15. Add +w to the x+ equation at the end of the
proposition statement.

77. Page 237, 12th line from bottom. Change x to x0.

78. Page 238, 14th line. Change ūTQū to ūTRū.

79. Page 238, third line from bottom. Change z to x̄.

80. Page 239, eighth line from bottom. Change x to x̄.

81. Page 241, fifth line from bottom. Change V0
N(x, t)+ to V0

N((x, t)+).

82. Page 249, 14th line. Change ≥ 1− ε to ≥ 1− ε}.
83. Page 250, eighth line from bottom. Change (1/2)x′Qx +u′Ru to (1/2)(x′Qx +u′Ru).
84. Page 251, 12th line from bottom. Change x̄ ∈ Xf to x̄(N) ∈ Xf .

85. Page 251, third line from bottom. Change X̄1 ⊂ X̄ to X̄1 ⊂ X.

86. Page 252, first line. Change PN(x̄) to P̄N(x̄).

87. Page 252, second line. Change X̄1 ⊂ X̄ to X̄1 ⊂ X.

88. Page 253, first displayed equation. Change f 0 to f .

89. Page 254, seventh line from bottom. Change X to X̄1.

90. Page 274, Definition 4.8. Change the phrase

The estimate is RGAS if for all x0 and x0, and bounded (w,v), there exist func-
tions α(·) ∈ KL and δw(·) ∈ K such that
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to

The estimate is RGAS if there exist functions α(·) ∈ KL and δw(·) ∈ K such
that for all x0 and x0, and bounded (w,v)

Thanks to Doug Allan of UW for pointing out this erratum.

91. Page 285. Definition 4.17. Change the phrase

The estimator is RGAS (observable case) if for all x0 and x0, and bounded (w,v),
there exist No ∈ I≥1 and function δw(·) ∈ K such that

to

The estimator is RGAS (observable case) if there exist No ∈ I≥1 and function
δw(·) ∈ K such that the for all x0 and x0, and bounded (w,v)

92. Page 300, second displayed equation. Change k1pA to k1p2
A. Thanks to Julian Schiller of

Leibniz University Hannover for pointing out this erratum.

93. Page 319, Change “There exists δ > 0” to “ There exists δ > 0 and β(·) ∈ KL and σ(·) ∈
K”. Thanks to Robin Strässer of Universität Stuttgart for pointing out this and the next
several errata on pages 321–322.

94. Page 319, last line; page 322, 2nd line from bottom. Change f(x̂+e, κN(x̂),w) to f(x̂+e,
κN(x̂),w)− e+.

95. Page 321, 2nd line from bottom. Change f(x̂−e, κN(x̂),w)+e+ to f(x̂+e, κN(x̂),w)−e+.

96. Page 322, 3rd line. Change x+ to f(x̂, κN(x̂),0).

97. Page 322, 11th line from top; 14th line from top; 19th-21st line from top; 23rd line from
top; Change all f(x̂, κN(x̂)) to f(x̂, κN(x̂),0).

98. Page 322, 13th line from top. Change f(x,u) to f(x,u,w).

99. Page 322, 14th line from top. Change +e+ to −e+.

100. Page 322, last line. Change levρXN to levρ V0
N .

101. Page 329, Exercise 4.7, 3rd line. Change, “let γ(·) be any K function,” to “let γ(·) be any
K function and ai ∈ R≥0, i ∈ I1:n.”

102. Page 331, Exercise 4.16, tenth line from top. Drop the trailing C′R−1 in formula for L(k).

103. Page 366, Exercise 5.5. Change dH(A⊕C,B⊕C) = dH(A,B) to dH(A⊕C,B⊕C) ≤ dH(A,B).
Thanks to Dr. Saša V. Rakovíc for pointing out this erratum.

104. Page 366, Exercise 5.5. Delete the phrase, “satisfying B ⊆ A.”

105. Page 366, Exercise 5.6. Delete the phrase, “satisfying A ⊆ B.”

106. Page 366, Exercise 5.8. Replace + with ⊕ (two places).

107. Page 527, fifth line from bottom. Change “plus n forward sweeps,” to “plus m forward
sweeps.”
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108. Page 565, Equations (8.52) and (8.53b). Change s̄i to r̄i. Thanks to Florian Messerer of U.
Freiburg for pointing out this erratum.
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