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Abstract

Development of Nonlinear and Coupled

Microelectromechanical Oscillators for Sensing Applications

Barry Ernest DeMartini

Microelectromechanical systems (MEMS) have gained a great deal of interest

over the years due to their small size, low power consumption, ability to be batch

fabricated, and ability to be integrated with on-chip electronics. These bene-

fits, coupled with the fact that their minute masses and high frequencies lead to

unprecedented sensitivities, make MEMS extremely attractive for sensing applica-

tions. To date, the conventional approach to these applications has been to utilize

linear, uncoupled microresonators. While this method has proved to be successful,

nonlinear and/or coupled MEMS resonators possess rich dynamic behavior that

is not obtainable with linear, uncoupled MEMS resonators. This dissertation is

focused on exploiting nonlinearity and coupling to improve the performance of

MEMS resonators in sensing applications.

The first part of this dissertation investigates a highly tunable nonlinear para-

metrically excited MEMS for filtering and mass sensing applications. The device

utilizes two sets of noninterdigitated comb drives, one for tuning and one for actu-

ation, that allow the effective linear and nonlinear stiffness to be electrostatically

xi



tuned. This work focuses on the design, fabrication, and testing of tunable para-

metrically excited MEMS oscillators to demonstrate a novel linear and nonlinear

tuning scheme developed for creating bandpass filters with nearly ideal stopband

rejection and sharp response roll-off. The tunability of these nonlinear oscillators

is also shown to allow chaos under certain conditions. Using Melnikov’s method,

a criterion for the existence of chaos is derived. Numerical and experimental

investigations verify the existence of chaos for certain parameter sets.

The second part of this dissertation details the theoretical and experimental

study of a novel mass sensor array capable of detecting multiple analytes with a

single input and single output (SISO) signal. This sensor differs from traditional

mass sensor arrays in that it exploits vibration localization in an array of coupled,

frequency mistuned microbeams. The modeling, analysis, and design of these

mass sensors is presented. In the experimental portion of this work a variety of

devices are created to help prove the concept and evaluate the viability of the

sensor. In the process, SISO detection and identification of multiple chemicals

is demonstrated for the first time and an innovative concept for a high-Q SISO

multi-analyte biosensor is presented. The current SISO multi-analyte chemical

sensor achieves femtogram mass sensitivities when operated in air, which shows

promise for this technology in future sensing applications.
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Chapter 1

Introduction

In Richard Feynman’s famous lecture, ”There’s Plenty of Room at the Bottom” in

1959 [44], he discusses the enormous potential for a field of science where manip-

ulating, controlling, and measuring individual atomic sized particles is possible.

Since then the extremely broad field of nanotechnology has grown and impacted a

vast number of technical application areas. In the early 1980’s the scanning tun-

neling microscope was developed [19, 18] and allowed for the detection of forces as

small as attonewtons (10−18 N). Shortly after, in 1990, this tool was used by IBM

researchers to manipulate individual xenon atoms [40]. Another extremely valu-

able tool emerged in 1986, the atomic force microscope [17, 110, 121, 109], which

gave scientists the ability to image at the atomic scale. Recently, nanomechanical

sensors have demonstrated the ability to sense the spin of a single electron [107]
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and detect zeptogram (10−21 g) mass changes [143]. The unprecedented sensitiv-

ities achieved with micro-/nano- scale mechanical structures are largely due to

their ultra-small size, which leads to favorable scaling benefits. Not surprisingly,

micro- and nano- electromechanical systems (MEMS and NEMS, respectively)

have gained a lot of interest in nanotechnology applications over the years.

In recent years, the development of MEMS has been made possible by the

innovation of silicon-based fabrication technology that has been leveraged from the

IC industry [91]. As a result, MEMS have the unique ability to be fabricated on-

chip with Complimentary Metal-Oxide-Semiconductor (CMOS) electronics and

batch fabricated to reduce the overall fabrication costs. In addition, their small

size, low power consumption, and ability to operate in harsh environments [20]

makes them ideal candidates for applications such as chemical/biological sensing,

inertial sensing, signal filtering, and switching.

To date, MEMS research in the above application areas has focused on the

development of single-degree-of-freedom (SDOF), linear resonators. While these

devices have proven to be successful, recent work has shown that nonlinear and/or

coupled MEMS resonators possess unique properties that can potentially lead

to improved performance over conventional linear, uncoupled MEMS resonators.

This dissertation will primarily focus on the development of novel nonlinear and

coupled MEMS resonators for mass sensing applications. Specifically, the unique
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tunability of a nonlinear MEMS oscillator that has been proposed for mass sensing

and filtering applications [147, 148, 151, 104] is investigated experimentally and

interesting phenomena such as chaos are predicted and verified. The other portion

of the dissertation involves the development of a coupled microresonator array

that allows for the detection of multiple analytes with a single input signal and

single output signal. The remainder of this chapter will provide background on

mass sensing, nonlinear MEMS, and coupled MEMS oscillators, and it will also

motivate and discuss the novel developments presented in this dissertation.

1.1 Mass Sensing

Over the past twenty years, mass sensors based on micro- and nano-mechanical

resonators have gained a significant amount of attention. Early studies showed

that the resonance frequency characteristic to a microresonator can be used to de-

termine the presence of an analyte on its surface [58, 59, 129, 130]. Since then mass

sensors have been proposed for a host of chemical [15, 54, 71, 89, 93, 94, 131, 155]

and biological [26, 23, 53, 61, 62, 63, 68, 86, 99, 122] sensing applications (e.g.

for medical research and diagnostics, national security and defense, and public

health and safety). Due to their small masses and high frequencies, these sen-

sors have shown ground breaking sensitivities in recent years. Possibly the most
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impressive demonstration was by Yang et al [143], who demonstrated a mass sen-

sitivity of several zeptograms (10−21 g) for a nanoscale resonator operated in an

ideal environment (ultra-low temperature and ultra-low pressure). By integrating

measurement electronics on-chip with the resonator, femtogram [45] and, more

recently, attogram resolution [136] has been achieved in air using capacitive read-

out. Ekinci et al have established an expression for the theoretical limit, which

has been widely used to determine the ultimate sensitivity of mass sensors [42].

Resonance-based mass sensing involves the binding of an analyte to a chem-

ically specific or partially specific surface, which physically changes the mass

and/or stiffness of the resonant structure. Since the resonance frequency of the

sensor is related to the effective stiffness (keff) and effective mass (meff) of a

given resonant mode by ω0 =
√

keff/meff , these changes result in a resonance

shift, which can be tracked in real-time. These sensors effectively transduce a

chemomechanical process into an electrical signal to facilitate detection. Figure

1.1 shows a simulated gain and phase response for a conventional linear, single-

degree-of-freedom (SDOF) resonator before (black curves) and after (blue curves)

mass addition. Notice that the added mass causes a downward shift in resonance

frequency. One method for tracking these resonance shifts, commonly referred to

as slope detection, involves driving the oscillator at a fixed frequency near reso-

nance and tracking the amplitude of oscillation. When the resonance frequency
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Figure 1.1: Resonant mode mass sensing concept depicting the the amplitude
(top panel) and phase (bottom panel) responses before (black curve) and after
(blue curve) mass loading.

shifts, the amplitude changes due to the sloped nature of the Lorentzian [78, 5].

High Q-values (Q = meffω0/c, where c is the damping coefficient) achievable with

microresonators lead to large time constants, which ultimately increase measure-

ment time for this method [5]. Phase locked loop and self-excitation methods

have become popular for mass sensing because they allow for the direct measure-

ment of resonance frequency and bypass the issues associated with slope detection

[127, 128, 41, 42, 67]. To facilitate detection, these MEMS resonators can be sensed

(electrostatically, piezoelectrically, piezoresistively, optically, or magnetically) and

actuated (electrostatically, piezoelectrically, magnetically, and thermally) using a
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number of methods, which are typically chosen based on the specific needs of the

application.

A single linear mass sensor with a functionalized surface is capable of detecting

a single analyte. Arrays of mass sensors with differently functionalized surfaces

have been studied to facilitate the detection of multiple analytes [15, 70, 86].

Unfortunately, when an array of isolated resonators is used, individual inputs and

outputs are required to address each sensor in the array. For large arrays this

leads to increased hardware and signal processing, which therefore increase the

cost and complexity of the overall system [54, 71]. This work seeks to circumvent

this issue by exploiting coupling in an array of microresonators to create a sensor

that is capable of detecting multiple analytes with a single input and single output

(SISO) signal (see Section 1.3.1 for a more thorough overview of the topic).

1.2 Nonlinear MEMS

Nonlinearities inherent in MEMS resonators have historically been avoided in

many applications. These nonlinear effects often arise from mechanical spring

hardening and/or nonlinear forcing. Typically nonlinear effects are avoided by

operating the MEMS resonator below a critical displacement and forcing ampli-

tude, which sets a linear threshold. This places a limit on the dynamic range
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(the range between the maximum output amplitude and the noise floor) of the

oscillator, which becomes crucial for nanomechanical resonators where the noise

floor is inherently small [95]. Operating MEMS resonators in a nonlinear regime

above the linear limit leads to increased dynamic range and a number of other

benefits that are discussed below.

Recently, microelectromechanical oscillators exploiting parametric resonance

have gained attention due to their benefits over conventional linear based micro-

oscillators. Parametric resonance in MEMS was first proposed for amplification of

harmonically excited oscillators in [108], and since then parametric excitation has

been investigated for improving the performance of scanning probe microscopes

[134], mass sensors [148, 150, 151, 102, 103], single frequency bandpass filters [116,

104], and inertial sensors [90]. Some of the promising features of parametrically

excited MEMS reported in these applications include highly tunable dynamic

behavior, extremely sharp response roll-off and nearly ideal stopband rejection,

improved dynamic range, improved sensitivity in ambient conditions, and the

ability to achieve high sensitivities without device scaling. Parametric resonance

has also been observed in nanowire resonators [145] and coupled cantilevers [82,

21].

Characteristic to these devices, which feature time and displacement varying

coefficients, is the ability to resonate when driven at frequencies near 2ω0/n, where
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Figure 1.2: Representative first parametric region of instability in excitation
voltage amplitude VA vs. nondimensional frequency Ω space.

n is an integer greater than or equal to one and ω0 is the natural frequency [83].

In the aforementioned applications the oscillator’s primary parametric resonance

region was utilized, corresponding to n = 1, where the the oscillator is driven near

twice its resonant frequency. Driving an oscillator in this manner results in a wedge

shaped instability region, such as that shown in Figure 1.2, where the oscillator

remains motionless outside the wedge and transitions sharply to (relatively) large

amplitude oscillatory motion inside the wedge. These sharp transitions to large

amplitude motion are promising for a variety of applications.

A thorough analysis of the governing equation of motion has provided an ac-

curate model of the dynamic response of parametrically excited MEMS devices
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[105, 36, 3], which has compared well with experimental results. Gaining a full

understanding of how these devices behave is vital for successful implementation.

As a result, the goal of this work will be to investigate, both experimentally and

theoretically, the dynamics of a class of tunable parametrically excited MEMS

oscillator, which has recently shown promise for filtering and mass sensing appli-

cations. This work is introduced below.

1.2.1 Linear and Nonlinear Tuning

In recent work, parametrically excited MEMS have shown unique tuning ca-

pabilities [4, 147, 104, 38]. The tunability and abrupt nature of their stability

boundaries allows parametrically exited MEMS to operate as bandpass filters

with extremely sharp response roll-off and nearly ideal stopband rejection [105].

Also, the ability to tune and manipulate the frequency response characteristics

is desirable for mass sensing applications [147, 148, 149, 151], where parametric

excitation has been proposed for improving sensitivity metrics. It is envisioned

that the unique flexibility of these devices will make them attractive for many

applications in the future.

Recently techniques have been developed that allow for frequency tuning of

general MEMS oscillators, which include localized thermal stressing of mechanical

beam structures [101], power dissipation through filament annealing [140], resistive
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heating to induce thermal strains in MEMS resonators [125], and electrostatic

tuning for parallel plate capacitor and comb finger driven oscillators [35, 153,

144, 87]. While these tuning techniques aid in the design and implementation

of a variety of MEMS devices, the tuning techniques in this study are unique

to nonlinear parametrically excited devices and offer a high degree of tunability.

Specifically, the oscillators studied in Chapters 2 and 3 make use of two sets of

noninterdigitated comb drives. An AC signal is applied to one comb drive set

to provide a time- and displacement-dependent force that drives the device. To

the second set, a DC voltage is applied to tune the effective linear and nonlinear

stiffness of the device.

In the Chapter 2, two oscillators are designed, fabricated, and tested in or-

der to demonstrate the tuning concepts developed in [104]. Specifically, a linear

tuning scheme is used to rotate the instability region, and a nonlinear tuning

scheme is used to achieve desired hardening or softening behavior in the system’s

response. A single frequency filter, utilizing these tuning concepts, has been suc-

cessfully realized with simulations [104]. Despite this work’s emphasis on filtering

applications, the tuning methods can be leveraged in any application where the

dynamics inherent to parametric oscillators need to be manipulated (e.g., resonant

mass sensors based on parametric resonance [148]).

10
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1.2.2 Chaotic Behavior

Chaotic behavior has been discovered and reported for many physical systems.

A classical example of a chaotic system is the Lorenz equations [76], which were

derived to help understand the dynamics of cellular convection. Chaos due to

various mechanisms has also been reported for nonlinear MEMS oscillators, in-

cluding AFM microcantilevers [14, 10, 9, 60, 64], an in-plane MEMS oscillator

with separated comb drive actuators for signal encryption applications [141], an

electrostatically actuated MEMS cantilever control system [75], and MEMS oscil-

lators based on variable gap capacitors [77, 34]. To the author’s knowledge, the

presence of chaos has not been thoroughly investigated for the tunable oscillators

with time varying linear and nonlinear stiffness terms discussed above.

Knowledge of the conditions that cause such behavior to occur is important

both for creating devices that exploit chaotic vibrations for applications such

as signal encryption and for creating robust devices with predictable dynamic

behavior. Here, Melnikov’s method [52] has been employed to define the regions

of parameter space where homoclinic chaos can occur. Numerical analysis was

used to study the system’s behavior for various parameter sets and to verify the

result from Melnikov’s method. Finally, a MEMS oscillator was designed and

fabricated such that for a range of applied voltages and driving frequencies chaos

11
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is predicted to occur from Melnikov’s method. The chaotic behavior of this device

was verified experimentally using a laser vibrometer.

1.3 Coupled MEMS

Both linear and nonlinear coupled MEMS resonators have gained a fair amount

of attention in recent years. For instance, recent developments have enabled high

frequency, high quality factor signal filters using arrays of mechanically coupled

linear microresonators [73, 84, 85, 139]. The effect of mechanical and electrostatic

coupling on closely spaced cantilevers for for parallel scanning probe microscopy

applications was found to exhibit strongly nonlinear behavior, which is impor-

tant to understand for optimizing the device performance [82]. For a larger array

of electrostatically coupled, parametrically excited microbeams, the tunability of

collective modes of vibration was demonstrated, which shows promise for op-

tomechanical signal processing applications [22, 74]. Further studies showed that

synchronization can occur in these coupled lattices [33], which leads to large am-

plitude oscillations of the entire lattice at a single frequency, even in the presence

of small fabrication induced imperfections. Large arrays of micromechanical oscil-

lators have also been found to exhibit highly localized structural vibrations, which

result from disorder and nonlinear coupling in the lattice [111, 113, 112, 146]. Re-

12



Chapter 1. Introduction

cently, coupled micromechanical oscillators have been proposed for increasing the

sensitivity of mass sensors [118, 117, 98]. In the present work, arrays of coupled

microbeams are studied for mass sensing applications, but for a different purpose.

1.3.1 SISO Multi-Analyte Mass Sensor

As discussed in section 1.1, conventionally, arrays of uncoupled mass sensors

are conventionally utilized to enable the detection of multiple analytes. In this

case, however, multiple input signals and output signals are required to address

each resonator in the array. For large isolated arrays, this leads to increased

hardware and signal processing requirements, which ultimately lead to increased

cost and complexity [54, 71]. In this dissertation, a novel sensor platform that

is capable of detecting multiple analytes with a single input signal and single

output signal is presented. This sensor technology is enabled by exploiting vi-

bration localization [7, 56, 92, 6, 65] in an array of coupled, frequency-mistuned

microbeams.

In this dissertation, the theoretical work presented in Chapter 5, which in-

cludes a discussion of the mathematical model, the frequency response, design

considerations, and sensor metrics, is used to realize three generations of SISO

multi-analyte mass sensors. The first generation sensor, detailed in Chapter 6, is

used to experimentally investigate the SISO multi-analyte mass sensor concept.

13
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In this investigation the concept is successfully proved and some key issues are are

observed. Knowledge of these issues helped improve the performance of the second

generation device detailed in Chapter 7. With the second generation device, the

microbeams are functionalized with different polymer coatings, and single input-

single output detection and identification of multiple chemicals is demonstrated

for the first time. By self-exciting the sensor using positive feedback, the cou-

pled system’s resonances are tracked in real-time. Using this method, the sensor

is shown to have a mass sensitivity of 59 fg in air, which clearly demonstrates

this sensor’s ability of achieve high sensitivities in realistic environments. Finally,

the concept for a third generation SISO multi-analyte biosensor is outlined in

Chapter 8. This unique structure makes use of an array of coupled microbeams

that serve as resonators and microchannels [24, 25, 26]. By allowing liquids to

flow through the inside of the microbeams, while the surrounding environment is

pumped down to low pressure, issues associated with operating the resonator in

a low-Q environment are eliminated.
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Chapter 2

Tuning of Parametrically Excited

MEMS Oscillators

In the work detailed in this chapter, tuning techniques for a class of nonlinear

parametrically excited microelectromechanical (MEM) oscillator are investigated

and demonstrated experimentally (also see [38]). Of interest in this study is the

oscillator’s primary parametric resonance region, where the the oscillator is driven

near twice its resonant frequency. Operating an oscillator in this manner leads

to a highly sensitive response where the oscillator sharply transitions from a no

motion state to a relatively large amplitude oscillatory state. As discussed in the

introduction, the rich dynamic behavior of these nonlinear devices can be lever-

aged in a variety of applications (i.e. mass sensing, single frequency bandpass
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filtering, inertial sensing, and scanning probe microscopy) for improved perfor-

mance over the conventional linear approaches. In many applications (i.e. single

frequency bandpass filtering [104]), tuning the linear and nonlinear system param-

eters to achieve the desired frequency response characteristics will be necessary

[4, 147, 104]. In this work, two devices are designed, fabricated, and tested in

order to demonstrate the some of these useful tuning concepts.

In Section 2.1 the governing equation of a tunable parametrically excited MEM

oscillator with linear and nonlinear time varying stiffness terms, commonly re-

ferred to as a Nonlinear Mathieu Equation, is described. The addition of the

nonlinear time varying stiffness term included here and in [148, 105] results in in-

teresting dynamics, which differ from those of Mathieu oscillators containing only

linear time varying stiffness terms [154]. In Section 2.2 the linear tuning scheme is

reviewed, the design for two MEM devices is discussed, and finally experimental

results obtained for each device are presented and discussed. Section 2.3 has the

same structure as Section 2.2 but for the case of nonlinear tuning.

2.1 Mathematical Model

The oscillators studied here consist of a backbone (M), noninterdigitated comb

drives (A and B), and flexures (K). A standard silicon-on-insulator (SOI) process
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B

A
K

K

M

Figure 2.1: Scanning electron image of a parametrically excited MEM oscillator
with noninterdigitated driving and tuning comb drives (A and B), Flexures (K),
and Backbone (M).

flow (see [152]) is used to fabricate the representative device shown in Figure 2.1.

This work utilizes two sets of noninterdigitated comb drives, one for actuation and

one for tuning. In [4], the concept of using a set of DC noninterdigitated comb

drives to tune an oscillator’s effective linear and nonlinear stiffness coefficients is

presented. Here oscillators are driven by applying an AC signal to a driving set of

electrodes and tuned by a DC signal that is applied to a second set of electrodes.

The tuning scheme used in this work has been analyzed theoretically in [104]

and will be reviewed in sections to follow. The electrostatic force produced by

these noninterdigitated drives, which has been previously studied and validated

via numerical simulation, finite element analysis, and experimental investigation
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[4, 148], is modeled as a cubic function of displacement [148]

Fes(x, t)=
(

r10x+ r30x
3
)

V 2
0 +

(

r1Ax+ r3Ax
3
)

V 2
A (1 + cosωt) , (2.1)

where r10 and r30 are, respectively, the linear and nonlinear electrostatic stiffness

coefficients due to the DC excited electrodes, r1A and r3A are, respectively, the

linear and nonlinear electrostatic stiffness coefficients due to the the AC excited

electrodes, and V0 and VA are, respectively, the applied DC and AC signal am-

plitudes. It is important to note that the oscillator is driven with a square root

cosine signal, giving rise to the AC forcing term in Equation (2.1), in order to de-

modulate harmonic and parametric excitation [134]. A restoring force is generated

by the flexures,

Fr(x) = k1x+ k3x
3, (2.2)

where k1 and k3 are, respectively, the linear and cubic nonlinear stiffness coef-

ficients. Note, k3 arises due to boundary conditions that impart stress on the

neutral axis of each flexure and that k3 > 0 due to the natural hardening nature

of the beams. Combining Equations (2.1) and (2.2) along with the force due to

aerodynamic damping, gives the equation of motion [104]

mẍ+ cẋ+k1x+ k3x
3 +

(

r10x+ r30x
3
)

V 2
0

+
(

r1Ax+ r3Ax
3
)

V 2
A (1 + cosωt) = 0, (2.3)
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where c is the damping coefficient and m is the oscillator’s mass. For analyti-

cal purposes, see [104] and [105], the time in the equation of motion is rescaled

according to

τ = ω0t, (2.4)

where ω0 is the pure elastic natural frequency

ω0 =

√

k1

m
, (2.5)

and displacement is rescaled according to

ǫ1/2z =
x

x0

, (2.6)

where ǫ is a scaling parameter and x0 is a characteristic length, e.g. the length

of the oscillator backbone (note this is the scaling adopted in [104]). As in [105],

displacement can also be scaled according to z = x/x0 and the scaling parameter ǫ

can be introduced by assuming that nondimensional damping, electrostatic forces,

and mechanical nonlinearities are small. In either case, the rescaled equation of

motion becomes

z′′ + 2ǫζz′+z [1 + ǫν1 + ǫλ1 cos (Ωτ)] + ǫz3 [χ + ν3 + λ3 cos (Ωτ)] = 0. (2.7)

Table 2.1 describes each parameter and the derivative operator of (2.7); also see

[105] and [104]. Equations (2.3) and (2.7) are generalizations of the Mathieu

Equation, which are valid provided that the shuttle mass moves primarily in one
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Table 2.1: Nondimensional parameter and operator descriptions for (2.7)

Parameters Descriptions

(•)′ = d(•)
dτ

scaled time derivative

ǫζ = c
2mω0

scaled damping ratio

ǫν1 =
r10V 2

0
+r1AV 2

A

k1

linear electrostatic stiffness coefficient

ǫλ1 =
r1AV 2

A

k1

linear electrostatic excitation amplitude

Ω = ω
ω0

nondimensional excitation frequency

χ =
x2

0
k3

k1

nonlinear mechanical stiffness coefficient

ν3 =
x2

0(r30V 2

0
+r3AV 2

A)
k1

nonlinear electrostatic stiffness coefficient

λ3 =
x2

0
r3AV 2

A

k1

nonlinear electrostatic excitation amplitude

γ3 = χ+ ν3 combined nonlinear stiffness coefficient
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direction (i.e. no other modes of oscillation affect the motion of the oscillator), that

the aligned comb fingers remain approximately aligned and misaligned comb fin-

gers remain approximately misaligned during oscillation, and the dominant source

of damping in the system is due to viscous effects and is linear (dynamic model

was previously studied and validated for a similar device in [148, 105, 36]).Note

that both linear and nonlinear stiffness terms vary with time, whereas the con-

ventional Mathieu Equation only contains linear time-varying stiffness terms, e.g.

[154]. The presence of nonlinear parametric excitation leads to interesting dy-

namics, which have been accurately modeled in [105]. In this analysis, averaged

equations were determined for (2.7) through a perturbation technique and steady-

state solutions to these averaged equations were determined. By analyzing the

stability of the trivial solution, a boundary for the primary parametric stability

region can be determined; Figure 1.2 depicts a representative stability boundary.

The nontrivial solutions to the averaged equations represent different branches of

the system’s response and ultimately allow for effective nonlinearities to be de-

fined. In the end, the qualitative behavior of the system’s response is determined

by these effective nonlinearities. These analytical results are instrumental in the

design portion of this work.
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2.2 Linear Tuning

For applications such as filtering, having an amplitude dependent bandwidth

(as in Figure 1.2) is undesirable. As a result, a method for tuning this wedge

shaped region has been developed [104] and is briefly reviewed here. Specifically,

the system’s natural frequency is forced to depend on the excitation voltage ampli-

tude, VA. This is accomplished by applying a DC voltage V0, which is proportional

to the AC voltage amplitude (i.e., V0 = αVA), to a second set of noninterdigitated

comb drives. The linear and nonlinear stiffness coefficients are redefined as

ǫν1 =

(

r10α
2 + r1A

k1

)

V 2
A , (2.8)

ν3 =

[

x2
0 (r30α

2 + r3A)

k1

]

V 2
A , (2.9)

respectively. Next, a tuning parameter is introduced,

ρ =
ν1

λ1
= 1 +

r10α
2

r1A
. (2.10)

Linearizing about the no motion state and rewriting in the form, z′′ + ω2
nz =

−ǫf (z, z′, t), Equation (2.7) becomes,

z′′ + (1 + ǫλ1ρ) z = −ǫ [2ζz′ + zλ1 cos (Ωτ)] . (2.11)

The oscillator’s nondimensional time independent natural frequency now depends

on excitation amplitude

ωn =
√

1 + ǫρλ1 =
√

1 + ǫν1. (2.12)
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With the introduction of the new parameter ρ comes the ability to tune the sys-

tem’s instability region. Specifically, as VA changes, therefore changing λ1, the

natural frequency changes. As a result, by choosing the correct magnitude and

sign for ρ and sign for r1A the instability region in Figure 1.2 can be rotated

clockwise or counter clockwise to a specific location [104]. For filtering applica-

tions tuning the wedge shaped region to have a vertical, frequency independent,

boundary is desirable. Perturbation analysis used in [104] shows that by choosing

ρ = 1/2 for r1A > 0 (or ρ = −1/2 for r1A < 0), the left boundary of the instabil-

ity zone is rotated to the vertical position. Likewise, the right boundary can be

tuned to the vertical position by choosing ρ = −1/2 for r1A > 0 (or ρ = 1/2 for

r1A < 0). As detailed in [104], the implementation of two tuned oscillators (one

with ρ = 1/2 and another with ρ = −1/2) in a single system can render a highly

effective single frequency bandpass filter.

2.2.1 Designing Linear Tunable Oscillators

Noninterdigitated comb drives and flexures can be designed to achieve specific

linear tuning characteristics. The main concern for designers, however, is the ge-

ometry of the comb drives because the linear mechanical stiffness k1 only changes

in magnitude for different flexure designs. The geometric factors affecting elec-

trostatics between comb fingers are spacing, gap, length, width, and alignment
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Figure 2.2: Noninterdigitated comb finger and flexure geometries.

(depicted in Figure 2.2 (a) and (b)). For details on how comb finger geometry

affects the electrostatic coefficients refer to [4]. For design purposes, the multi-

physics environment in ANSYS [?] is used to determine the force-displacement

relationship for different comb drive geometries.

To achieve rotation of the instability regime in a desired direction, Equation

(2.10) is considered. Specifically, the coefficients r10 and r1A must be of opposite

sign to rotate the wedge and achieve verticality of either boundary, which is of

interest here. Of course the ratio can be chosen to be positive, however, then

vertical boundaries cannot be achieved. If r1A > 0 then the instability zone bends

off to the right and the introduction of a negative r10 effectively rotates the wedge
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counterclockwise. On the other hand, for r1A < 0 a positive r10 rotates the wedge

clockwise. In either case the magnitude of α dictates how far the wedge rotates

and whether the right or left boundary of the wedge is vertical.

Here, two oscillators have been designed, both having a comb finger width

of 1.5 µm, comb finger gap of 1 µm, comb finger spacing of 10 µm, and comb

finger length of 8 µm (Table 2.2). It turns out that aligned comb fingers (Fig-

ure 2.2(a)) having this geometry exhibit a positive linear electrostatic stiffness,

and misaligned comb fingers (Figure 2.2(b)) exhibit a negative linear electrostatic

stiffness. Therefore by designing one pair of comb drives to be aligned and one

pair of comb drives to be misaligned, the oscillators’ parametric regions of insta-

bility can be tuned with the scheme presented in [104] (reviewed above). The two

oscillator designs are discussed in Table 2.2. It is important to note that Device 1

has 160 aligned comb fingers, 164 misaligned comb fingers, and an effective mass

of approximately 5.95×10−10kg, while Device 2 has 128 aligned comb fingers, 130

misaligned comb fingers, and an effective mass of approximately 4.89 × 10−10 kg.

The force-displacement relationships, determined from Finite Element Analysis,

for each design’s aligned and misaligned comb drives are shown in Figures 2.3 and

2.4, respectively.

For Device 1 the linear electrostatic stiffness coefficient, r1A, is positive, so

that the wedge shaped instability region bends off toward the right. For proof
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Table 2.2: Oscillator Design Descriptions and Coefficients (See Figure 2.2 for
labeled geometries)

Geometry Common to Both Designs
Geometry

Width = 1.5 µm
All Gap = 1 µm

Comb drives Spacing = 10 µm
Length = 8 µm

Device 1
Geometry Coefficients

AC aligned r1A = 5.3 × 10−3 µN
µmV 2

Comb drives 160 Fingers r3A = −1.5 × 10−3 µN
µm3V 2

DC misaligned r10 = −9.7 × 10−4 µN
µmV 2

Comb drives 164 Fingers r30 = −1.8 × 10−5 µN
µm3V 2

crableg k1 = 5.36 µN
µm

Flexures La = 200 µm k3 = 0.032 µN
µm3

Lb = 20 µm
Width = 1.5 µm

Effective Mass m = 5.95 × 10−10 kg

Device 2
Geometry Coefficients

AC misaligned r1A = −7.7 × 10−4 µN
µmV 2

Comb drives 130 Fingers r3A = −1.4 × 10−5 µN
µm3V 2

DC aligned r10 = 4.3 × 10−3 µN
µmV 2

Comb drives 128 Fingers r30 = −1.2 × 10−3 µN
µm3V 2

fixed-fixed k1 = 11.21 µN
µm

Flexures La = 160 µm k3 = 15.16 µN
µm3

Width = 1.5 µm
Effective Mass m = 4.89 × 10−10 kg
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Figure 2.3: Aligned comb drive force-displacement relationship determined using
ANSYS [?] for Device 1 (x’s) and Device 2 (o’s). The polynomials are fit to this
data to determine linear and cubic nonlinear stiffness coefficients (solid curves).
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Figure 2.4: Misaligned comb drive force-displacement relationship determined
using ANSYS [?] for Device 1 (x’s) and Device 2 (o’s). The polynomials are fit
to this data to determine linear and cubic nonlinear stiffness coefficients, (solid
curves).
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of concept of the theory presented in [104], the right instability boundary of this

device was chosen to be made vertical. Since r1A > 0, the tuning parameter

should be ρ = −1/2 and the applied DC and AC voltages should be related by

the proportionality constant α = 2.86 from Equation (2.10). Device 2, on the

other hand, has r1A < 0, so that the wedge bends off toward the left. In this

case the goal was to rotate the left stability boundary to the vertical position, so

ρ = −1/2 should be chosen and the DC and AC voltages should be related by

α = 0.52.

Flexure designs are discussed in the nonlinear tuning design section of this

paper because the magnitude of the linear mechanical stiffness does not strongly

affect the linear electrostatic tuning of the instability region. It is important,

however, to point out that Device 1 and Device 2 have different flexure configura-

tions (crableg and fixed-fixed respectively), different flexure lengths, and different

effective masses, so each has a different resonant frequency. Figure 2.1 shows a

scanning electron image of Device 2 with fixed-fixed flexures.

2.2.2 Experimental Results

Parametrically excited MEM oscillators have successfully been tuned by ap-

plying a DC voltage to a second set of noninterdigitated comb fingers, which is

proportional to the AC excitation voltage applied to the other set of comb fingers.
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To test the dynamics of these devices, a single point laser vibrometer was used

[132]. Taking the α values calculated in Section 2.2.1, which theoretically tune

one stability boundary for each device to be vertical, as starting points in experi-

ment, the parametric stability regions are manipulated until the correct rotation

is achieved. As expected, by driving Device 1 with the aligned set of comb drives,

the untuned wedge bends off to the right (shown in Figure 2.5(a)). This confirms

finite element simulations, which predict that an aligned set of comb fingers, with

the geometry discussed in Section 2.2.1, has a positive linear electrostatic stiffness

coefficient. By applying DC voltages proportional to the AC excitation voltages,

specifically α = 1.66, the wedge shaped region has been rotated counterclockwise,

roughly to the vertical position. Since a counterclockwise rotation was achieved

the linear electrostatic stiffness coefficient for this set must be negative, again

confirming finite element results.

In the case of Device 2, results shown in Figure 2.5(b), the region of instability

bends left in the untuned case when driving the device with misaligned comb

fingers. By tuning with the aligned comb fingers, the parametric stability region

rotates clockwise. Tuning with a proportionality constant α = 0.42, the left

boundary has been tuned roughly to the vertical position. Again the misaligned

comb fingers exhibit a negative linear electrostatic stiffness, while aligned comb
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Figure 2.5: Experimental untuned (o’s) and tuned (x’s) instability zones for (a)
Device 1 and (b) Device 2. An AC signal is applied solely to the driving set of
comb fingers for the untuned wedges and both DC and AC signals are applied to
the respective comb drives for the tuned wedges. Tuning coefficients for each case
are: (a) α = 1.66, (b) α = 0.42.
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fingers exhibit a positive linear electrostatic stiffness for the geometry presented

in Section 2.2.1.

In both cases, the linear electrostatic stiffness for the driving and tuning sets

of comb fingers are of opposite sign, therefore allowing an α to be chosen which

rotates the right (Device 1) or left (Device 2) stability boundary roughly to the

vertical position. Experimental α values for Device 1 and Device 2 both compare

well with theoretically obtained α values, especially considering the amount of

uncertainty in the dimensions of the fabricated devices. These results prove the

concepts proposed in [4] and [104]. Since proof of concept is the main goal here,

a system identification procedure has not been performed. If system parameters

needed identification, however, methods similar to those discussed in [36] can be

adopted. Also, it is important to note that more testing and finer tuning of α can

yield better verticality if desired for specific applications, i.e. filtering, where a

frequency independent boundary is desired.

2.3 Nonlinear Tuning

Due to the presence of nonlinearities in its equation of motion, this type of

tunable oscillator can exhibit oscillatory motion outside the stability region and

hysteresis. In [105] the qualitative nature of the system’s nonlinear response is
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characterized analytically. To accomplish this, a standard perturbation analysis,

averaging, was employed. After using a standard coordinate transformation, and

introducing a detuning parameter, σ = (Ω − 2) /ǫ, the averaged equations become

a′=
1

8
aǫ

[

−8ζ +
(

2λ1 + a2λ3

)

sin (2ψ)
]

+O
(

ǫ2
)

, (2.13)

ψ′=
1

8
ǫ[3a2 (χ + ν3) + 4λ1ρ− 4σ + 2

(

λ1 + a3λ3

)

cos (2ψ)] +O
(

ǫ2
)

, (2.14)

where a is the amplitude and ψ is the phase of oscillators’ response. Assuming zero

damping and solving for the steady state responses of the averaged equations it was

found that there is one trivial and three nontrivial solutions. The trivial solution

corresponds to the no motion state of the system and the first two nontrivial

solutions correspond to branches of periodic orbits originating from the no motion

state with amplitudes

ā1,2 =

√

4σ − 2λ1 (2ρ− 1)

3 (χ+ ν3) − 2λ3
,

√

4σ − 2λ1 (2ρ+ 1)

3 (χ + ν3) + 2λ3
. (2.15)

Depending on the sign and magnitude of each linear and nonlinear electrostatic

stiffness coefficient and the magnitude of the AC excitation voltage VA, these two

branches can independently bend toward each other, away from each other, or

in the same direction. As a result, the system’s response can exhibit hardening,

softening, or mixed hardening and softening effective nonlinearities. The third

nontrivial solution describes a constant amplitude branch

ā3 =

√

−2λ1

λ3
, (2.16)
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which only exists when λ1/λ3 < 0. Effective nonlinearities for the system are

defined by examining the denominator in Equation (2.15)

η1 = 3 (χ+ ν3) − 2λ3, (2.17)

η2 = 3 (χ + ν3) + 2λ3, (2.18)

where γ3 = χ + ν3 is the combined stiffness coefficient, subsequently designated

in Table 2.1. In [105], by analyzing the three nontrivial steady state solutions

and effective nonlinearities, it was found that the nonlinear parameter space (γ3

versus λ3) can be split into six different regions, where the responses within each

region have a distinct qualitative behavior. The six different regions of parameter

space and the corresponding responses are described in [105].

2.3.1 Designing Nonlinear Tunable Oscillators

The two oscillators discussed in Section 2.2.1 were also designed to exhibit cer-

tain nonlinear behavior. Specifically, Device 1 was designed to have a softening

qualitative nonlinearity and Device 2 was designed to have a hardening qualitative

nonlinearity. In other words, the non-hysteretic side of each response originates

from the vertically tuned side of the instability zones. Typical responses showing

the hysteresis characteristic to this class of parametric oscillator can be seen in

the experimental section, which follows. For switching applications tuning this

33



Chapter 2. Tuning of Parametrically Excited MEMS Oscillators

nontrivial side of the response to occur away from the tuned, frequency indepen-

dent stability boundary is desirable [104]. During the design process, the effective

nonlinearities, η1 and η2, for the system are used to help achieve the correct non-

linear behavior for Devices 1 and 2. In physical terms the effective nonlinearities

are

η1 =
3x2

0

k1

[

k3 +

(

r30α
2 +

1

3
r3A

)

V 2
A

]

, (2.19)

η2 =
3x2

0

k1

[

k3 +

(

r30α
2 +

5

3
r3A

)

V 2
A

]

. (2.20)

In order to obtain a softening effective nonlinearity for Device 1, η1 and η2 must

both be negative; and to obtain a hardening effective nonlinearity for Device 2,

η1 and η2 must both be positive, as found in [105]. First considering Device 1,

by designing the driving set of comb fingers such that r3A is large in magnitude

and negative and the tuning set such that r30α
2 +1/3r3A < 0, the driving voltage

VA can be tuned so that the naturally positive nonlinear mechanical stiffness k3

is overcome and both effective nonlinearities are negative. The critical voltage

for softening can be lowered if k3 is designed to be small. For a fixed-fixed beam

the stress on the neutral axis is relatively large due to the boundary conditions,

therefore leading to a large cubic nonlinear mechanical stiffness. By creating

small folds in the beams (commonly referred to as crableg beams), the cubic

nonlinear mechanical stiffness can be mitigated by several orders of magnitude.
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For a comparison of crableg and fixed-fixed flexures see [148]. To help achieve

softening behavior for Device 1, crableg beams are used with La = 200 µm, Lb =

20 µm, and width = 1.5 µm (see Figure 2.2(d) for labeling and Table 2.2 for

calculated stiffness values). Note that fold lengths Lb are made small enough

to ensure that unwanted torsional and out of plane modes occur at much larger

frequencies than the primary parametric resonant frequency, but long enough to

provide ample stress relief and decrease k3 significantly.

To aid in the design process ANSYS [?] simulations were used, ultimately

helping to understand how comb drive and flexure geometries affect the respective

nonlinear coefficients. Through these simulations the electrostatic and mechanical

nonlinearities were determined for each device, as shown in Table 2.2. The the-

oretical parameters for Device 1 yield an effective nonlinearity which transitions

from a hardening to a mixed then to a softening response as AC excitation voltage

is increased both when the oscillator is tuned and untuned, as shown in Figure

2.6.

So, as AC voltage is increased the response of the tuned oscillator starts off

hardening (region VI) transitions to a mixed softening and hardening response

at 3.5 V (regions Va and Vb) and finally transitions to a softening response at

7.1 V . Theoretically Device 1 should exhibit a softening response for AC voltages

above 7.1 V when tuned by a DC voltage, which is related to the AC voltage by
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Figure 2.6: Nonlinear parameter space showing the transition of Device 1’s
response as AC excitation voltage VA is varied, with tuned oscillator represented
by dashed line and untuned oscillator by dash-dotted line.

α = 2.86. Also from Figure 2.6, when the DC tuning electrodes are activated, the

line cutting through this parameter space rotates clockwise since r30 is negative.

Having a negative r30 is desirable when designing a device to have a softening

response because it effectively lowers the critical voltage to achieve two negative

effective nonlinearities.

Next, considering Device 2, note that the effective nonlinearities η1 and η2 can

be both made positive in several ways. First of all, the geometry of the comb

fingers can be designed so that r3A and r30 are both positive, in which case η1 and

η2 will also be positive because k3 is always positive. Second, either one or both

of r3A and r30 could be designed to be negative and k3 large enough so that both
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Figure 2.7: Nonlinear parameter space showing the transition of Device 2’s
response as AC excitation voltage VA is varied, with tuned oscillator represented
by dashed line and untuned oscillator by dash-dotted line.

effective nonlinearities are positive for a large range of AC excitation voltages.

For this study the latter is chosen, where both nonlinear electrostatic coefficients

are negative. In this case, the flexure design becomes important because harden-

ing behavior is desired for a wide range of applied AC voltage. To achieve this,

fixed-fixed beams were implemented (each with a length La = 160 µm, which

leads to the calculated stiffness values shown in Table 2.2) which yield a cubic

nonlinear stiffness that is several orders of magnitude larger than crableg beams.

The resulting parameters for this design yield effective nonlinearities that transi-

tion through γ3 −λ3 parameter space as a function of applied voltage as shown in
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Figure 2.7. The system’s response, when tuned, should remain hardening until an

AC voltage of 209V is reached (using α = 0.52). Since the nonlinear electrostatic

coefficient for the tuning electrodes is relatively large and negative, the untuned

oscillator will remain in the hardening response regime for a much wider range

of excitation voltage than the tuned oscillator, specifically 806 V , a range well

beyond the physical limits of the oscillator. Specifically, the oscillator will fail

as a result of breakdown well before the 806 V is reached. Again this negative

nonlinear tuning coefficient effectively rotates the oscillator’s path through this

parameter space clockwise.

2.3.2 Experimental Results

Using the aforementioned analytical techniques, Devices 1 and 2 have success-

fully been developed to exhibit pure softening and pure hardening nonlinearities,

respectively, for a wide range of excitation voltages. Figure 2.8(a) shows a soften-

ing response for Device 1 when a 5.20 V AC signal is applied to the aligned set of

driving comb fingers and no DC tuning voltage is applied to the misaligned comb

fingers. It is important to note that the experimental transition voltages pre-

sented in this section are slightly different than the theoretical transition voltages

above because imperfections in the fabricated devices cause the actual parame-

ters to differ slightly from those predicted assuming no structural imperfections.
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Figure 2.8: Softening Responses for Device 1 (a) untuned with 5.20 V AC exci-
tation, (b) tuned with 5.20V AC excitation and 8.63V DC tuning, and (c) tuned,
α = 1.66, with various AC excitation voltages (sweeping down in frequency):
dashed = 5.20 V AC, dotted = 6.20 V AC, dash − dotted = 8.20 V AC, and
solid = 9.20 V AC.
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Adding a DC voltage of 8.63V to the misaligned set of comb fingers, the response

is shifted to the right, but remains softening as seen in Figure 2.8(b). In both

cases, the hysteresis is found on the left side of the response, indicating that both

effective nonlinearities, η1 and η2, are negative. Keeping the AC and DC voltages

proportional, specifically α = 1.66, effectively rotated the instability region coun-

terclockwise as seen in Figure 2.5(a); Figure 2.8(c) depicts experimental responses,

obtained by sweeping down in frequency, that originate from the right boundary

of this wedge. Notice that the right side of the responses originate very close to

one another, therefore indicating that the linear tuning scheme has succeeded in

rotating the right stability boundary roughly to the vertical position. Likewise,

the nonlinear tuning scheme has successfully produced responses where the non-

hysteretic region lives on the tuned boundary. Also important to note is the fact

that the softening has been achieved for considerably low excitation voltages, as

low as 4.2 V , in both tuned and untuned cases.

Figure 2.9(a) shows the untuned hardening response for Device 2 when a

10.80 V AC signal is applied to the misaligned set of comb fingers. As expected,

including fixed-fixed beams to the design has shifted the system’s effective nonlin-

earity to the right in nonlinear parameter space, therefore substantially increasing

the voltage range where hardening occurs. After applying a DC voltage of 4.52 V

to the aligned fingers, the response, as shown in Figure 2.9(b), remains hardening.
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Figure 2.9: Hardening Responses for Device 2 (a) untuned with 10.80 V AC
excitation, (b) tuned with 10.80 V AC excitation and 4.52 V DC tuning, and (c)
tuned, α = 0.42, with various AC excitation voltages (sweeping up in frequency):
dashed = 10.8 V AC, dotted = 12.8 V AC, and dash− dotted = 15.2 V AC.
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Note, the hysteresis living to the right side of the response extends over a very

large band of frequency, indicating that the effective nonlinearities are both large

in magnitude and positive. The large hysteresis range can be attributed to the

fact that fixed-fixed beams are used, which increase the nonlinear mechanical stiff-

ness by several orders of magnitude when compared to the crableg beams used in

Device 1. Figure 2.9(c) depicts three tuned responses for different excitation volt-

ages when sweeping up in frequency, which all have the right side of the response

originating very close to each other. This indicates that by tuning the oscillator’s

instability region with α = 0.42, the onset of instability occurs roughly at the

same frequency for a range of excitation voltages.
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Chaos for a

Microelectromechanical Oscillator

In this chapter the existence of chaos is investigated for the nonlinear paramet-

rically excited MEM oscillator discussed in the introduction and in the previous

chapter. In order for these oscillators to be utilized in real-world applications, it

is important to have knowledge of the conditions (system parameters) that cause

chaotic behavior to occur. Prediction of such behavior is important both for

creating devices that exploit chaotic vibrations for applications such as signal en-

cryption [141] and for creating robust devices with predictable dynamic behavior

(i.e. for mass sensing [148] and signal filtering [104]).
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As discussed in the introduction, chaos has been discovered and reported for

many physical systems. A classical example of a chaotic system is the Lorenz

equations [76], which were derived to help understand the dynamics of cellular

convection. Chaos due to various mechanisms has also been reported for nonlinear

MEM oscillators, including AFM microcantilevers [14, 10, 9, 60, 64], an in-plane

MEM oscillator with separated comb drive actuators for signal encryption appli-

cations [141], an electrostatically actuated MEM cantilever control system [75],

and MEM oscillators based on variable gap capacitors [77, 34]. To the author’s

knowledge, the presence of chaos has not been thoroughly investigated for the tun-

able oscillators with time varying linear and nonlinear stiffness terms discussed in

Chapter 2.

Here, Melnikov’s method [52] is employed to define the regions of parameter

space where homoclinic chaos can occur. Numerical analysis is used to study

the system’s behavior for various parameter sets and to verify the result from

Melnikov’s method. Finally, a description is given for a MEM oscillator which

was designed and fabricated such that, for a range of applied voltages and driving

frequencies, chaos is predicted to occur from Melnikov’s method. The chaotic

behavior of this device was demonstrated experimentally.
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K

Figure 3.1: Scanning electron image of the MEM Oscillator consisting of a proof
mass (M), mechanical flexures (K), a driving set of noninterdigitated comb fingers
(AC), and a tuning set of noninterdigitated comb fingers (DC).

3.1 Mathematical Model

The layout of the oscillator studied in this chapter is shown in Figure 3.1, where

M is the oscillator’s backbone (or proof mass), AC and DC are noninterdigitated

comb drive actuators, and K are flexures. To fabricate the device a standard

silicon-on-insulator (SOI) process flow (see [152]) was used. A square root cosine

voltage signal, V (t) = VA

√

1 + cos(ωt), which decouples parametric and harmonic

excitation [134], is applied to the AC actuators. For tuning purposes, a DC voltage

V0 is applied to the DC actuators. The electrostatic force generated by these

actuators is described by Equation (2.1) from Section 2.1. A unique feature of

this type of electrostatic actuator is that the stiffness coefficients (r10, r30, r1A,
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and r3A) can be positive or negative depending on the geometry and alignment of

the comb fingers [4, 38]. The dimensions of these fingers will also strongly affect

the magnitude and sign of these coefficients. The mechanical flexures provide a

restoring force to the system described by Equation (2.2), which is modeled with a

linear stiffness (k1) and a cubic nonlinear stiffness (k3). The equation of motion of

this device is given by Equation (2.3), which is a nonlinear version of the Mathieu

equation.

For analytical purposes, time in Equation (2.3) is rescaled as τ = ω0t, where

ω0 =
√

k1/m is the system’s pure elastic linear natural frequency, and displace-

ment is rescaled as z = x/x0, where x0 is a characteristic length (say the center to

center distance between comb fingers). The ratio of the driving frequency to the

natural frequency is defined to be Ω = ω/ω0. Rearranging, the nondimensional-

ized equation of motion becomes

z′′ + αz′ + βz + δz3 + γ (1 + cos Ωτ) z + η (1 + cos Ωτ) z3 = 0, (3.1)

where the new derivative operator and nondimensional parameters are defined in

Table 3.1.
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Table 3.1: Derivative operator and nondimensional parameter definitions.

′ = d/dτ derivative operator
α = c/(ω0m) damping coefficient

β = 1 + r10V
2
0 /k1 tunable linear stiffness

δ = x2
0(k3 + r30V

2
0 )/k1 tunable nonlinear stiffness

γ = r1AV
2
A/k1 linear electrostatic stiffness coefficient

η = x2
0r3AV

2
A/k1 nonlinear electrostatic stiffness coefficient

3.2 Melnikov’s Method and Chaos

Melnikov’s method is an analytical technique which can be used to deduce the

presence of chaos in a dynamical system.

Consider the general one degree of freedom system[52]

ẋ = f0(x, y) + ǫg0(x, y, t) =
∂H

∂y
+ ǫg0(x, y, t), (3.2)

ẏ = f1(x, y) + ǫg1(x, y, t) = −∂H
∂x

+ ǫg1(x, y, t), (3.3)

where ǫ is a small parameter, g is periodic in t with period T , and H is a real

Hamiltonian function. Suppose that for the unperturbed (ǫ = 0) autonomous

system, a saddle point with overlapping stable and unstable manifolds exists, cor-

responding to a homoclinic orbit (see Figure 3.2(a)). When a small perturbation

is applied (i.e. ǫ 6= 0), there will be a periodic orbit close to the saddle point,

which will be a fixed point p of the Poincaré map defined by evolution for a time

T (i.e., a point in phase space is recorded once every period T ). Parts of the

stable and unstable manifolds (W s(p) and W u(p) respectively) of p will remain
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close to their counterparts for the saddle point for the unperturbed system over

semi-infinite time intervals, but the homoclinic orbit will typically be broken, so

that W s(p) and W u(p) no longer lie on top of one another (see Figure 3.2(b)). By

Moser’s theorem and the Smale Birkhoff homoclinic theorem, if the the stable and

unstable manifolds intersect transversely then the system’s dynamics will contain

a horseshoe [142]. The existence of a horseshoe implies that there are a countable

infinity of periodic orbits, that there are an uncountable number of aperiodic or-

bits, and that there is a dense orbit which comes arbitrarily close to every point

in the invariant set of the horseshoe map. In other words, a chaotic set exists in

the system when a transverse intersection of the manifolds occurs. We emphasize

that this set is not necessarily an attractor.

The Melnikov function gives a measure of the leading order distance between

the stable and unstable manifolds when ǫ 6= 0 and can be used to tell when

the stable and unstable manifolds intersect transversely. It is defined to be the

integral

M(t0) =

∫

∞

−∞

[f0(x0, y0)g1(x0, y0, t+ t0) − f1(x0, y0)g0(x0, y0, t+ t0)]dt, (3.4)

where q0(t) = (x0, y0) is the solution corresponding to the unperturbed homoclinic

trajectory. If M(t0) = 0 and M ′(t0) 6= 0 for some t0 and some set of parameters

then the two manifolds have a transverse intersection, a horseshoe exists, and

chaos occurs [52]. Melnikov’s method can serve as a useful tool in the development
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Figure 3.2: Illustrative diagrams showing (a) the phase space for the unperturbed
system (ǫ = 0) that contains a saddle point, homoclinic trajectories and periodic
orbits and (b) the phase space for the Poincaré map when a perturbation (ǫ 6= 0) is
applied where the stable manifold W s(p) and unstable manifold W u(p) separate.

of nonlinear MEM oscillators, giving bounds on the parameters of a system where

chaos, resulting from such intersections, can occur.

3.3 Chaos Prediction for a MEM Oscillator

3.3.1 Scaling and Conditions for Homoclinic Trajectories

In order to perform Melnikov analysis on Equation (3.1), some rescaling is

performed. Specifically, Equation (3.1) needs to be rewritten to take the same

form as Equations (3.2) and (3.3). Parameters corresponding to time dependent

and velocity terms (i.e. forcing and damping) are assumed to be small:

α ≡ ǫα̃ = O(ǫ), γ ≡ ǫγ̃ = O(ǫ), η ≡ ǫη̃ = O(ǫ), (3.5)
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which is a valid assumption for MEM oscillators. All other time independent

terms are assumed to be order one quantities (i.e. β = O(1), δ = O(1)). Defining

z′ = v and rewriting the second order differential equation as two first order

differential equations gives the perturbed system

z′=v, (3.6)

v′=−βz − δz3 + ǫ
[

−α̃v − γ̃ (1 + cos (Ωτ)) z − η̃ (1 + cos (Ωτ)) z3
]

.

For the unperturbed (ǫ = 0) system, the following Hamiltonian is found:

H (z, v) =
1

2
v2 +

1

2
βz2 +

1

4
δz4. (3.7)

From this Hamiltonian, the following conditions are placed on parameters so that

the Hamiltonian exhibits a double-well structure, and hence has a homoclinic

trajectory:

β < 0, δ > 0. (3.8)

The energy of the system can be visualized by plotting the potential energy

portion of Equation (3.7), U(z) = βz2/2 + δz4/4, as a function of displacement z,

shown in Figure 3.3(a). For β = 0 the potential energy is at a bifurcation point

where it has not quite reached a double well state (dotted line in Figure 3.3(a))

and is a symmetric quartic curve. As V0 is increased past the critical value V β
0,crit,

two wells (minima) are created which can be thought of as stable fixed points, and
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Figure 3.3: Representative figures for ǫ = 0 and δ > 0, showing (a) the potential
energy, U(z) = 1

2
βz2+ 1

4
δz4 with β ≤ 0, as a function of displacement z, illustrating

the system’s double-well structure (dotted curve represents V0 = V β
0,crit and all

other curves represent the case when V0 > V β
0,crit, where the solid curve represents

the highest V0) and (b) bifurcation diagram showing the position of each extremum
as a function of V0 (solid curves give stable solutions and dashed curves give
unstable solutions).
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the fixed point at the origin becomes unstable. By treating V0 as a bifurcation

parameter and plotting the position of each equilibrium point (the maxima and

minimum of the potential energy), Figure 3.3(b) is generated, which is the well-

known pitchfork bifurcation. In an experiment, small noise induced perturbations

cause the device to leave the unstable origin and settle to one of the two stable

positions when V0 > V β
0,crit. By only activating the DC comb drives and observing

the device snap to a new equilibrium position, this behavior can be exploited to

verify Conditions (3.8) prior to exploring the chaotic dynamics, as will be done

below.

From (3.8), to obtain chaos the main obstacle that needs to be overcome in

the design process is to create a net negative linear stiffness, β < 0. To overcome

this seemingly unphysical condition, the DC comb fingers can be chosen to have

a large negative linear stiffness, so that under reasonable V0 the net stiffness, β,

is negative. Various aspects of the comb finger and flexure design are discussed

in the following subsection.

3.3.2 Design Considerations

In order to create a MEM oscillator satisfying (3.8), the DC tuning comb

drives [4, 147, 38] and flexures must be designed accordingly. Since β ∼ k1+r10V
2
0

and k1 is always positive, the tuning comb drives need to be configured so that
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Figure 3.4: Geometry of misaligned noninterdigitated comb drives proposed for
tuning the oscillator such that β < 0 and δ > 0.

r10 < 0. This is achieved by making the comb fingers misaligned with respect to

one another (see Figure 3.4). Furthermore, V0 must be larger than the following

critical voltage

V β
0,crit =

√

−k1/r10, (3.9)

to achieve β < 0. To decrease this critical voltage the oscillator can be designed

with small k1 and large r10. Long, thin flexures can be used to reduce k1.

The other critical coefficient is δ ∼ k3 + r30V
2
0 . Since k3 is always positive, r30

can either be positive or negative to satisfy δ > 0. Although it is preferable to

design r30 > 0 so that δ > 0 for all V0, if r30 < 0 one can still satisfy δ > 0 by

taking V0 less than the critical voltage

V δ
0,crit =

√

−k3/r30. (3.10)
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In this case by designing k3 large and r30 small, the upper bound V δ
0,crit is increased.

To increase the magnitude of k3 fixed-fixed flexures, shown in Figure 3.1 as beams

labeled K, can be used.

The magnitudes of r10 and r30 can be increased by increasing the number of

comb fingers and changing their dimensions. One way to achieve this is by de-

creasing the gap between the comb fingers. Also, increasing the spacing between

each finger will make r30 more positive. The effects of geometry on these pa-

rameters can be explored using finite element software and have been previously

documented [4, 147, 38].

3.3.3 Applying Melnikov’s Method

Satisfying the conditions for a double well potential gives rise to a homoclinic

orbit in the system’s phase space for ǫ = 0. The homoclinic trajectory can be found

by setting H (z, v) = 0. Solving for the resulting displacement and differentiating

to determine velocity, the homoclinic trajectory is [52]:

z0 (τ) = ±
√

2 |β| /δsech
(

√

|β|τ
)

, (3.11)

v0 (τ) = ∓ |β|
√

2/δsech
(

√

|β|τ
)

tanh
(

√

|β|τ
)

. (3.12)
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The Melnikov function (3.4) can now be evaluated, where f0(z, v) = v, g0(z, v, τ) =

0, and

f1(z, v) =−βz − δz3, (3.13)

g1(z, v, τ)=−α̃v − γ̃ (1 + cos (Ωτ)) z − η̃ (1 + cos (Ωτ)) z3.

The integral becomes

M(τ0) =

∫

∞

−∞

v0(τ)[−α̃z′0(τ)−γ̃ (1 + cos (Ω(τ + τ0))) z0(τ) (3.14)

−η̃ (1 + cos (Ω(τ + τ0))) (z0(τ))
3]dτ,

which yields

M(τ0)=κ[πΩ2
(

6δγ̃ + η̃
(

4 |β| + Ω2
))

sin(Ωτ0) (3.15)

+8α̃ |β|
3

2 δ sinh
(

πΩ/
(

2
√

|β|
))

].

where κ = −csch(πΩ/(2
√

(|β|))/(6δ2). In order for the unstable and stable

manifolds to intersect, Melnikov’s method states that M(τ0) = 0 for some τ0. For

this to hold, the following criterion must be met:

Y (Ω) ≡
∣

∣

∣
8α |β|

3

2 δ sinh
(

πΩ/
(

2
√

|β|
))∣

∣

∣
(3.16)

−
∣

∣πΩ2
(

6δγ + η
(

4 |β| + Ω2
))∣

∣ < 0.

Consequently, an oscillator whose parameters satisfy this expression will have a

chaotic invariant set, which may or may not be an attractor. It is important to

note that a large region of parameter space will satisfy this inequality.
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Table 3.2: Physical parameters of a representative device studied using numerical
analysis.

k1 5 µN/µm
k3 7 µN/µm3

m 3 × 10−10 kg
c 1.9 × 10−8 kg/s
r10 −2 × 10−3 µN/(V 2µm)
r30 2 × 10−3 µN/(V 2µm3)
r1A 1 × 10−3 µN/(V 2µm)
r3A −4 × 10−4 µN/(V 2µm3)

3.3.4 Numerical Analysis of a Realistic MEM Oscillator

For the purposes of this analysis, realistic parameters are chosen based on an

electrostatically driven Mathieu MEM oscillator presented in DeMartini et al [38];

these are shown in Table 3.2. (Note, these are not the exact parameters of that

device, rather, they were chosen as representative values for a device that can be

designed and manufactured.) This particular device is chosen for study because it

satisfies the homoclinic trajectory criterion above, β < 0 and δ > 0. Since r30 > 0,

δ > 0 will be true for all V0, and V0 > V β
0,crit will therefore be the critical condition

in this analysis. It turns out that V β
0,crit = 50V for these parameters. In DeMartini

et al [38], the second set of comb fingers, used to drive the oscillator, are aligned

relative to one another giving rise to r1A > 0 and r3A < 0. The driving voltage

VA can be used to tune the parameters γ and η to satisfy Equation (3.16). It is

important to note that choosing different comb finger arrangements for actuation,
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Figure 3.5: Function Y (Ω) where (a) the AC excitation voltage is held constant
at VA = 40 V and DC tuning voltage is varied (solid : V0 = 75 V , dashed :
V0 = 70 V , dashed − dotted : V0 = 65 V , and dotted : V0 = 60 V ) and (b)
the DC tuning voltage is held constant at V0 = 75 V and the AC excitation is
varied (solid : VA = 40 V , dashed : VA = 35 V , dashed − dotted : VA = 30 V ,
and dotted : VA = 25 V ). When Y (Ω) < 0, Melnikov’s method predicts that an
invariant chaotic set exists.

say misaligned comb fingers where r1A > 0 and r3A < 0, Melnikov’s criterion

can still be satisfied. The aligned arrangement is chosen simply for comparison

purposes with the work by DeMartini et al [38]. Having the set of representative

parameters, numerical analysis is performed to study the system and to verify that

Equation (3.16) does in fact describe the set of parameters where chaos occurs.
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Depending on the magnitude of the AC and DC voltages chosen, α, β, δ, γ,

and η can be tuned to satisfy Equation (3.16). As an example, choosing V0 = 75V ,

VA = 40 V , and setting x0 = 1 yields α = 0.0005, β = −1.25, δ = 3.65, γ = 0.32,

η = −0.128, which not only satisfy (3.16) for a certain range of Ω, but also are

consistent with the scaling assumptions above and requirements on β and δ. The

function Y (Ω) is plotted in Figure 3.5. Chaos is predicted to occur for the band of

Ω where Y (Ω) < 0. For example consider the solid curve in Figure 3.5(a), where

VA = 40 V and V0 = 75 V ; for this parameter set chaos is predicted to occur for

0 < Ω < 6.6. Notice also in Figure 3.5(a) that as V0 decreases, the band of Ω for

which chaos occurs decreases. A similar trend occurs when VA is decreased, as

shown in Figure 3.5(b).

Next, knowing that Melnikov’s method predicts that chaos can occur for a

range of parameters, it becomes important to determine what type of chaos occurs,

specifically whether transient (temporary) chaos, attracting (sustained) chaos, or

both exist. This is done numerically by integrating Equations (3.1) and studying

the system’s dynamics for a large number of parameter sets and initial conditions.

Both attracting and transient chaos are found. Sustained chaos is the main interest

in this study, due to its impact in practical engineering applications. Figure 3.6

depicts the system’s phase space and time series for a set of parameters (VA = 40V ,

V0 = 75V , and Ω = 1.15) where attracting chaos occurs. We determined that the
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Figure 3.6: Numerical simulations for VA = 40 V , V0 = 75 V , and Ω = 1.15
showing attracting chaos in: (a) (z, v) phase space, (b) z time series, and (c) v
time series.
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Figure 3.7: Bifurcation diagrams obtained by setting VA = 40 V and V0 = 75 V
and adiabatically decreasing the value of Ω from Ω = 1.300 and omitting transients
after integrating for a sufficient number of time units. Here, the instantaneous
value of the nondimensionalized displacement z is plotted when the trajectory
pierces the Poincaré section defined by cos(Ωτ) = 0 and sin(Ωτ) = 1. At each
value of Ω the equations are integrated for (a) 500 piercings of the Poincaré section
and (b) 1500 piercings of the Poincaré section before omitting transients. This
system contains multiple attractors at certain Ω values, but only one is depicted
in each panel of this figure.

chaos is sustained (attracting) by integrating the equations for 106 time units and

verifying that the trajectories do not repeat.

Using the same voltages, VA = 40 V and V0 = 75 V , numerical bifurcation

analysis with Ω treated as the bifurcation parameter reveals the various transitions

between periodic and chaotic states. Figure 3.7(a) was constructed by beginning

with Ω = 1.3, adiabatically decreasing Ω, integrating for a sufficient amount of
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time at each step to remove transients, and recording the instantaneous value of z

each time the trajectory pierced the Poincaré section defined by cos(Ωτ) = 0 and

sin(Ωτ) = 1. The two panels in Figure 3.7 represent different integration times

at each Ω value. Due to the system’s sensitive dependence on initial conditions,

there are slight differences between the two panels. These differences also indicate

that this system can have coexisting attractors for certain parameter sets, with

only one shown for each Ω in each panel of Figure 3.7. For 1.247 < Ω < 1.300 in

Figure 3.7(a) there is a stable periodic attractor with a period roughly two times

that of the forcing. An abrupt transition to a chaotic state occurs at Ω = 1.247,

shown in the figure as a filled band. Within this chaotic region lies Ω = 1.15,

which is consistent with the results shown in Figure 3.6. We verified that this is

chaotic behavior by integrating Equation (3.1) and observing the oscillations for

Ω values that lie within these banded regions, and by analyzing the Poincaré maps

and power spectra of the system. There are three large banded chaotic regimes

between 0.942 < Ω < 1.246, with small periodic windows between, which indicate

that there is a fairly large regime of parameter space for which this oscillator

can exhibit attracting chaotic behavior; therefore, if an oscillator is created with

parameters close to the ones shown in Table 3.2, then chaotic behavior should be

relatively easy to find by independently adjusting VA, V0, and Ω. We note that
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qualitatively similar bifurcation diagrams have been computed for a different,

non-parametrically forced nonlinear oscillator in [135].

Holding VA = 40 V , a series of bifurcation diagrams showing the dependence

on V0 was created in the same manner as Figure 3.7; see Figure 3.8 for 47.5 V <

V0 < 80 V . For V0 = 52.5 V , which is just above V0,crit for β < 0, thick banded

chaotic regions reside at low frequencies below Ω = 0.2. As the DC voltage is

increased, the chaotic bands become wider and spread into the higher frequency

regions of parameter space. In a practical MEM device, it is likely that there will

be an upper limit on the value of V0 that the device can handle. For applications

where chaos is desirable, such as signal encryption, when operating at lower DC

tuning voltages chaos should be present at low frequencies relative to the natural

frequency of the device.

3.4 Experimental Verification of Chaos

A MEM oscillator, which satisfies Melnikov’s criterion for a range of applied

AC and DC voltages, has been designed and fabricated. An SEM image of the

device is shown in Figure 3.1. Similar to the device discussed in Section 3.3.4, mis-

aligned comb fingers were chosen for DC tuning, aligned comb fingers were chosen

for actuation, and fixed-fixed flexures were chosen to provide the highly nonlinear
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Figure 3.8: Bifurcation diagrams similar to Figure 3.7 (VA = 40 V ) stacked on
top of one another for different DC tuning voltages V0, specified in the upper left
hand corner of each diagram. Evident from these plots is the relationship between
the banded chaotic regions and the DC tuning voltage.
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mechanical restoring force. The DC tuning comb fingers were designed with a

2 µm width, 7 µm spacing, 1 µm gap, and 15 µm length. The AC driving comb

fingers were designed with a slightly different geometry, specifically the comb fin-

gers attached to the electrode were designed with a 3 µm width and comb fingers

attached to the oscillator backbone with a 2 µm width in order to increase the

displacement range of the oscillator (there is an allowable displacement for aligned

comb fingers, which if exceeded, will cause the comb drive stiffnesses to change;

they would become misaligned). Also, the AC driving comb fingers were made

to have 11 µm spacing, 1.5 µm gap, and 15 µm length. Each fixed-fixed flexure

was designed with a 2 µm width and a 225 µm length and the depth of the entire

structure was 20 µm. Parameters estimated through finite element simulations

are shown in Table 3.3. Note, the value for Q in this table was estimated exper-

imentally for the device in 535 mTorr vacuum, which was the vacuum pressure

used for all the results in this section. The pure elastic linear natural frequency

was 9.2 kHz in experiment, which differs slightly from the natural frequency esti-

mated from the Table 3.3 parameters (12.3 kHz). In all experiments the driving

frequency is less than the pure elastic linear natural frequency (corresponding to

the lowest frequency vibration mode of the structure), so that other vibration

modes do not contaminate the oscillator’s response.
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Table 3.3: Estimated parameters for experimental device.

k1 9.6 µN/µm
k3 7.3 µN/µm3

m 1.6 × 10−9 kg
Q 1558
r10 −4.7 × 10−3 µN/(V 2µm)
r30 1.8 × 10−4 µN/(V 2µm3)
r1A 1.1 × 10−3 µN/(V 2µm)
r3A −1.4 × 10−4 µN/(V 2µm3)

Variations in parameters resulting from small imperfections in the fabricated

structure will affect the onset of chaos according to Equation (3.16). However,

since parameters β and δ depend on V0 and γ and η depend on VA, the device

can still be tuned to give chaos, and it is thus qualitatively insensitive to small

parameter variations.

To test whether or not the device can achieve (3.8), a DC voltage was applied

to the tuning set of comb fingers and was increased until it buckled to a new equi-

librium position. This was done statically and the relative position of the device

was observed through a microscope. As seen in Figure 3.9, the device’s stable

equilibrium position, where the comb fingers are completely aligned, becomes un-

stable somewhere between V0 = 36.0 V (Figure 3.9(a)) and V0 = 36.5 V (Figure

3.9(b)), giving rise to a bifurcation where two new stable equilibria are born. The

slight misalignment at 36.5 V shows that the system settled to one of the new

stable equilibria positions. It is important to note that the device snaps to one of

65



Chapter 3. Chaos for a Microelectromechanical Oscillator

Figure 3.9: Zoomed in views of comb fingers (in each panel the left two fingers are
attached to the suspended structure and the right fingers are attached to the static
electrode), depicting the transition to the buckled state where the effective linear
stiffness is negative (β < 0) and the effective nonlinear stiffness is positive (δ > 0).
Here a DC voltage is applied to the tuning set of comb fingers (corresponding
DC voltages are shown below each panel) and no AC excitation is provided to
the other set. Note, the comb fingers shown are originally aligned when no DC
voltage is applied. The comb fingers remain aligned for V0 = 36.0 V (panel (a)),
but when the V0 = 36.5 V (panel (b)) the structure buckles to one of two new
equilibrium positions (i.e. β < 0 and δ > 0), shown by the slight misalignment
of the fingers. As the the voltage is increased, panels (c) and (d), the fingers
become more misaligned, which corresponds to the broadening of the double well
potential.

the two stable equilibria positions over the other due presumably to the presence

of small fabrication-induced asymmetries that give rise to a distorted double well

potential. As the DC voltage was increased, say to 37.0 V (Figure 3.9(c)), the

oscillator’s new equilibrium position moved further away from its original equi-

librium position. This is consistent with the behavior of the system’s double well

potential when V0 is increased. It is therefore concluded that for DC tuning volt-

ages above 36.5 V the oscillator’s phase space will have a homoclinic structure,

with β < 0 and δ > 0. Since r30 > 0, the δ > 0 criterion will be satisfied for all

V0.
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To test the dynamical behavior of the oscillator in its buckled state, a vibrom-

eter was used [132]. Since the motion of the device was in-plane with respect to

the substrate, a 45◦ mirror was machined, with a focused ion beam, next to the

proof mass so that the laser could be reflected off its vibrating surface. While

applying a DC voltage to the tuning set of comb fingers, which was above the

critical DC voltage, a square root cosine signal was applied to the driving comb

fingers to actuate the device. For this experiment, there was an upper limit on

the DC voltage that was determined by the spacing of the comb fingers. Since

the oscillator displaces as V0 is increased past V β
0,crit, a point can be reached where

the relative position of the noninterdigitated comb fingers causes the sign of the

electrostatic stiffness coefficients to change (i.e., the misaligned fingers get closer

to being aligned and visa versa), in which case a homoclinic orbit may no longer

exist. From the force-displacement curve obtained from finite element analysis, it

was found that the misaligned tuning comb fingers could only displace ±2.2 µm

and the aligned driving comb fingers could only displace ±1.8 µm before the sign

of their respective stiffness coefficients changed. As a result, only a very narrow

band of V0 was explored.

Further evidence that the system contains a homoclinic structure comes from

experimentally observed periodic attractors for different choices of V0, VA, and ω.

Before proceeding, it is important to note that the vibrometer integrates the ve-
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locity measurement to obtain the displacement, so there was some drift associated

with the experimental displacement values. As a result, the displacement results

have some amount of offset so that zero displacement does not correspond to the

original equilibrium position. Figure 3.10 shows an experimentally observed peri-

odic attractor for V0 = 37.1 V , VA = 13.2 V , and a driving frequency of 1100Hz,

and Figure 3.11(a) shows a different experimentally observed periodic attractor

for V0 = 37.1 V , VA = 14.8 V , and a driving frequency of 1500Hz. The shapes

of these periodic orbits in phase space are consistent with a system that contains

homoclinic trajectories for ǫ = 0 [52]. Figure 3.11(b) shows a periodic attractor

found numerically for the parameters in Table 3.3, with V0 = 47 V , VA = 15.9 V ,

and a driving frequency of 1500 Hz. This strongly resembles the periodic orbit

shown in Figure 3.11(a), although, interestingly, the period of the periodic orbit

shown in Figure 3.11(a) is twice the period of the driving signal, while the period

of the periodic orbit shown in Figure 11(b) (and that shown in Figure 3.10) is

equal to the period of the driving signal.

In addition to finding numerous periodic attractors, regions of (VA, V0, ω) pa-

rameter space were found where attracting chaos occurs. For example, when

V0 = 37.1 V, VA = 13.8 V , and ω/2π = 2000 Hz, a chaotic attractor was found

experimentally, with a time series shown in Figure 3.12(a). Using the parameters

from Table 3.3 and nearby VA, V0, and ω, attracting chaos was found numerically,
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Figure 3.10: A periodic attractor for the experimental device for V0 = 37.1 V ,
VA = 13.2 V , ω/2π = 1100 Hz (1 Velocity (scaled) unit = 125 mm/s and 1
Displacement (scaled) unit = 8 µm).
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and 1 Displacement (scaled) unit = 8 µm) and (b) numerical simulation for V0 =
47.0 V , VA = 15.9 V , ω/2π = 1500Hz.
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as shown in Figure 3.12(b). To verify that the chaos is sustained, the equations

were integrated for 106 time units. We note that here the experimental device

was tested at V0 = 37.1 V , which is slightly above its critical DC tuning volt-

age. Since the predicted parameters in Table 3.3 are not expected to be exactly

the same as those for the device due to fabrication issues, the critical DC tuning

voltage for homoclinic orbits to occur is different. The transition voltage for the

parameters in Table 3.3 is V β
0,crit = 45.2 V . To be consistent with the experiment,

a value of V0 = 46.5 V , slightly above this theoretical prediction, was chosen for

the simulation shown in Figure 3.12(b).

Spectral analysis of an oscillator’s time series is a good indicator of whether or

not it is chaotic [81]. This was done here by taking the Fourier transform of the

time series obtained experimentally and numerically with the same VA, V0, and

ω as in Figure 3.12. The power spectrum was found by taking the modulus of

the Fourier transform, and determines the relative strength of each periodic com-

ponent in the time series. In general, systems whose time series are chaotic will

have a broad power spectrum. Figure 3.13(a) shows such a broad power spectrum

for the actual device, suggesting chaotic oscillations for these parameters. Figure

3.13(b) shows a similarly broad power spectrum from numerical simulations. The

peak of the experimental power spectrum is apparently at half the driving fre-

quency (although there is also substantial power at the driving frequency), while
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Figure 3.12: Comparison of a chaotic time series obtained in (a) experiment
for V0 = 37.1 V , VA = 13.8 V , ω/2π = 2000 Hz (1 Velocity (scaled) unit =
125mm/s and 1 Displacement (scaled) unit = 8µm) and (b) numerical simulation
for V0 = 46.5 V , VA = 15.0 V , ω/2π = 2010Hz.
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Figure 3.13: Power spectra calculated by taking the Fourier transform of a
chaotic velocity time series from (a) experiment (V0 = 37.1V , VA = 13.8V , ω/2π =
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prior to taking the Fourier transform are identical to Figure 3.12 for (a) and (b)).

73



Chapter 3. Chaos for a Microelectromechanical Oscillator

the peak of the numerical power spectrum is apparently at the driving frequency

(although there is also substantial power at half the driving frequency). This sug-

gests that the experimental and numerical chaotic oscillations are quite similar,

but differ somewhat in their details.

For the estimated parameter set in Table 3.3 and fixed V0 a boundary was

derived from Equation (3.16) in ω − VA space which predicts where chaos occurs

(above the curves). For comparison purposes, this boundary was also tested ex-

perimentally. This was done by fixing V0 = 37.0 V , increasing VA until attracting

chaotic behavior was observed, and recording this VA every 50 Hz. For this ex-

periment, the device was only tested for VA below 25.0 V , since similar devices

failed for voltages slightly above this value. No chaos was observed for frequen-

cies past 3300 Hz since the drive voltage necessary to achieve chaotic behavior

becomes too large. The boundary for attracting chaotic behavior found in the

experiment lies above the theoretical boundaries for the existence of a chaotic

set predicted by Melnikov’s method, shown in Figure 3.14. The gap between the

theoretical and experimental curves could be due to the fact that the chaos pre-

dicted by Melnikov’s method could be transient or attracting, and we only show

the experimental boundary for attracting chaos.
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Figure 3.14: Boundaries for chaotic motion in AC Drive Voltage versus Drive
Frequency space. Above the experimental curve (solid curve) attracting chaos ex-
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Chapter 4

Conclusions and Future Work:

Nonlinear MEMS

4.1 Linear and Nonlinear Tuning

To utilize parametric resonance in a wide variety of applications, methods for

predicting and manipulating the dynamics of such devices are necessary. An ac-

curate model for the dynamics of a class of oscillators exhibiting both linear and

nonlinear time varying stiffness terms has been developed and verified in [105],

along with a system identification procedure in [36]. In order to implement this

technology into applications such as filtering, additional tuning techniques, pro-

posed in [104], are required. In the experimental study detailed in Chapter 2 the
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linear and nonlinear tuning concepts from [104] have been proved. The paramet-

ric region of instability has been rotated counterclockwise and clockwise for two

devices (referred to as Devices 1 and 2), by applying proportional AC and DC volt-

ages to independent sets of noninterdigitated comb drives. It has also been shown

that choosing ρ ≈ −1/2 for Device 1 rotates the right stability boundary roughly

to the vertical position since r1A > 0 and choosing ρ ≈ −1/2 for Device 2 rotates

the left stability boundary roughly to the vertical position since r1A < 0. In this

work proof of concept was more important than obtaining perfect verticality and

frequency independence of the stability boundary in each device, however more

precise tuning can be used to obtain frequency independent boundaries for filter-

ing applications. These same two oscillators have also been designed to exhibit

specific nonlinear behavior, to prove the concept of nonlinear tuning. Specifically,

the geometry of the noninterdigitated comb drives and flexures was chosen so the

system’s two effective nonlinearities, η1 and η2, are tuned either to be both positive

or both negative, creating either a hardening or softening response, respectively,

for a range of applied AC voltage. Device 1 was designed so that the system’s

effective nonlinearities become negative at relatively low applied voltages. This

device’s experimental response showed softening behavior at AC drive voltages as

low as 4.2 V , indicating that the nonlinear tuning scheme worked and that both

effective nonlinearities were negative above this voltage. The nonlinear tuning
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scheme was also proved in the experimental results of Device 2, but for the case of

two positive effective nonlinearities yielding pure hardening behavior. In conclu-

sion, methods for tuning the dynamic behavior of parametrically excited MEMS

have been proved through experiment. These methods will help such oscillators

become more applicable to a wide range of technologies.

4.2 Chaotic Behavior

In Chapter 3, the existence of chaos in the tunable parametrically excited

MEMS oscillator discussed in Chapter 2 was investigated using Melnikov’s method.

The result of this analysis was an inequality describing the set of parameters where

chaos occurs. This is a useful design tool for tailoring the oscillator’s parameters

so that homoclinic chaos either occurs or does not occur as desired. For instance,

this expression can be used to help avoid chaos in mass sensing and filtering ap-

plications. For a representative parameter set, numerical simulations showed that

chaos does occur in regions of parameter space satisfying the criterion from Mel-

nikov’s method, and helped to better understand the complicated dynamics of the

oscillator. A MEM oscillator with two sets of noninterdigitated comb drives (one

for AC actuation and one for DC tuning) was designed and fabricated so that

it satisfies Melnikov’s criterion for a region of parameter space. By tuning the
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device with the DC comb drives, the effective linear and nonlinear stiffnesses are

made to be negative and positive respectively, which means that the unperturbed

system contains a homoclinic orbit. This was verified experimentally by observing

the oscillator buckle to a new equilibrium position after the critical DC voltage

was reached; this was where the system’s linear stiffness became negative. By

actuating the device with the second set of electrodes, many interesting attrac-

tors were found, including periodic orbits and chaos. Time series and broadband

spectra observed experimentally show both that the MEM device is chaotic for

appropriate parameters and that the criterion from Melnikov’s method is valid

for predicting chaotic behavior. Boundaries in parameter spaced defined by the

Melnikov criteria were compared to experimental boundaries and show that Mel-

nikov’s criteria provides a conservative estimate of the region of parameter space

where chaos occurs.

4.3 Future Work

Methods for predicting and manipulating the dynamics of nonlinear paramet-

rically excited MEM devices have been detailed in the first two chapters. Future

work is aimed at using the linear and nonlinear tuning techniques from Chap-

ter 2 to create high pass and low pass filters with optimized parameters. The
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tuned devices can then be combined with the hardware scheme presented in [104]

to create highly effective band pass filters. Experiments will involve quantifying

important metrics such as stopband rejection, insertion loss, and the flatness of

the passband response, which have not yet been quantified for this type of filter.

These metrics will help evaluate the filter’s overall performance and ultimately

make valuable comparisons will conventional linear devices. In addition these

tuning methods can also be utilized in mass sensing applications (see [148]) where

certain frequency response characteristics are desired.

As detailed in Chapter 3 homoclinic chaos can occur in tunable parametrically

excited MEMS resonators for certain parameters that are predicted by Melnikov’s

method. Initial experiments have involved studying the time series, phase space,

and power spectrum of the periodic and chaotic attractors. In the future it would

be interesting to experimentally investigate the Poincaré maps of the system and

map out bifurcation diagrams similar to Figure 3.7 to determine the regions of

parameter space where chaos and other interesting attractors live. A thorough

system identification procedure, similar to [36], can also be carried out to compare

experimental and numerical results.

An interesting path for this research would be to create oscillators for specific

applications where chaotic behavior is beneficial. There are many possible appli-

cations areas where the complex behavior of these tunable nonlinear devices can
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be utilized, however, to date, very few have been considered. For instance, sophis-

ticated signal encryption devices can be created for secure communications [141].

This type of oscillator would be ideal for such applications since chaos occurs for

such a broad range of parameters. These oscillators could also be used in mi-

crofluidic mixing for lab-on-a-chip applications. In this case the chaotic oscillator

would be used as an actuator and placed in a microfluidic channel or chamber to

chaotically force the fluid, which could lead to an increase in mixing efficiency.

Another interesting architecture where chaotic behavior is expected to occur

is a microbeam buckled by a compressive end load. In the device shown in Fig-

ure 4.1 a DC current IDC is applied to a conductive loop on the microbeam’s

top surface and a magnetic field is supplied by an external magnet to generate a

Lorentz force Fb to axially compress the microbeam. The compressive load at the

end of the microbeam, will cause the microbeam to buckle to a new equilibrium

position when a critical load is reached. This is due to the double-well nature of

the potential energy, a consequence of the effective linear stiffness being negative.

For a more thorough treatment of this device see Appendix A. Devices can be

fabricated using standard micromachining techniques, similar to [102, 103]. Mel-

nikov analysis can be used to predict the existence of chaos for the system and

the dynamics of the device can be studied numerically and experimentally.
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Figure 4.1: Concept for a chaotic oscillator based on a microbeam buckled by
an end load.
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Chapter 5

SISO, Multi-Analyte Sensor -

Theory

In this chapter, the theory for a novel mass sensor platform that allows for multiple

analytes to be detected with a single sensor input and single sensor output is

presented. The sensor is composed of an array of frequency mistuned resonators

that are commonly coupled to a comparatively larger shuttle mass. In a practical

implementation, each resonator in the array would be functionalized with different

coatings that are either specific or partially specific to different analytes. The

unique sensor design utilizes vibration localization in the set of coupled resonators

to embed all requisite resonance frequency information in the response of the

shuttle mass. As a result, mass additions occurring on any or all of the resonator’s
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surfaces can be detected with a single output signal using solely the response of

the shuttle mass.

This chapter begins with a detailed description of the mathematical model used

to capture the dynamic behavior of this novel architecture. Next, the frequency

response of the device used for sensing is analyzed and design issues are thoroughly

addressed. The mass responsivity matrix for the coupled system is analyzed and

compared to the mass responsivity of an uncoupled system. It is shown that

for sufficiently localized resonant modes, the responsivity for the coupled system

is less than, but close to, the mass responsivity for an uncoupled system. A

derivation for the frequency resolution of isolated mass sensors, which can be

adopted to evaluate the frequency resolution of the coupled system, is detailed.

It is shown that the reduction in amplitude inherent to the coupled architecture

leads to a reduction in frequency resolution. The effectiveness of a transducer to

convert the mechanical motion into a measurable signal, which is often referred

to as detectability, is also an important metric to consider. In the final section,

using capacitive transduction as an example, the product of the detectability and

sensitivity is shown to scale favorably for the coupled architecture.
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5.1 Mathematical Model

The single input-single output (SISO) multi-functional mass sensor is com-

posed of an array of frequency mistuned oscillators that are commonly coupled

to comparatively larger shuttle mass oscillator, which is used for both actuation

and sensing. The dynamics of this system, assuming that nonlinearities can be

neglected, can be described by the lumped-mass model shown in Figure 5.1(a).

In Chapters 6, 7, and 8 this model is used to develop micro-structures that ex-

hibit qualitatively similar dynamics. Figure 5.1(b) shows a first generation device,

which is detailed later in Chapter 6, where the microbeams labeled M correspond

to the oscillator array, and the large mass labeled SM, which is suspended by four

flexures labeled S, corresponds to the shuttle mass in Figure 5.1(a). As a result,

throughout this chapter the oscillators in the lumped mass model will be referred

to as microbeams.

The model is composed of a shuttle mass that has mass m and stiffness k, and

an array of comparatively smaller microbeam oscillators with m1, m2, etc. denot-

ing the masses and k1, k2, etc. denoting the stiffnesses. Intrinsic and extrinsic

dissipation, arising primarily from aerodynamic and material dissipation effects,

are described by linear dashpot elements c for the shuttle mass and c1, c2, etc. for

the microbeams. The generalized driving force that is applied to the shuttle mass
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Figure 5.1: (a) A mass-spring-dashpot description of the SISO microresonator
array, where the larger mass m represents the sensors shuttle mass and the com-
paratively smaller masses m1, m2, etc., represent the microbeam oscillators. (b) A
scanning electron micrograph of a SISO microresonator array detailed in Chapter
6, composed of microbeams M, a shuttle mass SM, and suspending flexure S.

is denoted u(t). The equations of motion for this system are

mẍ+ cẋ+ kx+

N
∑

i=1

ci(ẋ− ẏi) +

N
∑

i=1

ki(x− yi) =
1

m
u(t)

miÿi + ci(ẏi − ẋ) + ki(yi − x) = 0, (5.1)

where i = 1, 2, ..., N , N represents the number of microbeam sensors in the

array, and x and yi are the absolute displacements of the shuttle mass and the ith

microbeam sensor respectively. Equation (5.1) can also be written as

ẍ+
ωb

Qb

ẋ+ ω2
bx =

1

m
u(t) −

N
∑

i=1

(

ǫi
ωi

Qi

(ẋ− ẏi) + ǫiω
2
i (x− yi)

)

ÿi +
ωi

Qi
(ẏi − ẋ) + ω2

i (yi − x) = 0, (5.2)

where ωb, ωi, Qb, Qi, and ǫi are defined in Table 5.1. The system of N + 1
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Table 5.1: Model Parameters.

Parameter Description

ωb =
√

k/m Shuttle mass resonance frequency

ωi =
√

ki/mi Isolated resonance frequency of the ith microbeam
Qb = mωb/c Shuttle mass quality factor
Qi = miωi/ci Isolated quality factor of the ith microbeam
ǫi = mi/m Inertia ratio of the ith microbeam

equations can be assembled into matrix form, which is given by

MẌ + CẊ +KX = Φ(t), (5.3)

where M is the mass matrix, K is the stiffness matrix, C is the damping matrix,

X is the state space vector, and Φ(t) is the forcing vector.

The time dependent forcing u(t) is kept general and varies depending on the

actuation method being modeled. For example if a the shuttle mass is excited elec-

trostatically by an interdigitated comb drive actuator, assuming minimal fringing

field effects and ample device thickness, the driving force will be

ues(t) =
ǫ0nhV

2(t)

g
, (5.4)

where ǫ0 is the free space permittivity, n the total number of comb fingers in the

comb dirve, h the device thickness, g the gap between adjacent comb fingers, and

V (t) the time varying voltage applied to the comb drive. In most cases the time

varying voltage is a sinusoidal function V (t) = VA sin(ωt), where VA is the voltage
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amplitude and ω the drive frequency. This is the actuation method adopted

for the device discussed in Chapter 6 and in [37]. In Chapter 7, rather than

directly actuating the shuttle mass, the device is base excited using an external

piezoelectric stack actuator. When the device is base excited the equations of

motion will still take the same form as Equations (5.1), however the state variable

x will represent the displacement of the shuttle mass relative to the base instead

of the absolute displacement and the driving force will be

ubase(t) = mω2W0 sin(ωt), (5.5)

where W0 is the amplitude of the base motion.

5.2 Frequency Response

The response of the sensor can be determined by applying any one of the com-

mon linear systems techniques to Equation (5.3). For example, one method in-

volves writing Equations (5.2) in state space form, applying the Laplace transform,

and determining the resulting transfer function [28]. Another method involves us-

ing the mode-superposition method to uncouple the set of coupled equations,

assuming a steady state solution, and solving for the complex frequency response

[31]. Due to the large number of free parameters present in these equations (ǫi,

ωi, Qi, ωb, Qb, ω, and 1/m), specifically (3N + 4) parameters, a large number of
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Figure 5.2: Bode plot for the SISO transducer with a low frequency rigid body
mode (peak labeled (1)) and four higher frequency localized modes (peaks labeled
(A)-(D)). The Black curve represents the response of the shuttle mass and the
four colored curves represent the response of each microbeam oscillator.

qualitatively distinct responses are readily obtainable. For mass sensing applica-

tions, however, most of these responses are not suitable. This work utilizes one

particular form of the frequency response that is amendable to sensing. This form

of the frequency response is discussed here and is depicted in Figure 5.2.

Figure 5.2 depicts the frequency response for an array of four coupled mi-

crobeam oscillators, which contains five important features. The first feature,

labeled (1), is a low-frequency resonance that corresponds to a bulk mode where
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the shuttle mass and the microbeam oscillators move essentially together as a rigid

body. The resonance frequency of this mode is approximately

ωlow ≈
√

k

m+
∑N

i=1mi

. (5.6)

The response also contains four higher frequency resonances, labeled (A)-(D).

These resonances correspond to localized modes where the vibration energy of the

structure is largely confined to a single microbeam. This behavior is evident in

Figure 5.2 where only a single microbeam experiences appreciable displacement at

each resonance (A)-(D). For the simulated device the localized resonances occur

at slightly higher frequencies than the respective isolated resonance frequencies

of the four microbeam oscillators ω1 through ω4. A key feature of these localized

modes is that they induce measurable resonances in the shuttle mass’ response

(black curve). As a result, using only the response of the shuttle mass, resonance

shifts caused by chemomechanical processes on any, or all, of the microbeams can

be detected. By functionalizing each of the N microbeam oscillators differently

N distinct analytes can be detected using a single input and single output signal.

5.2.1 Design

Designing the device so that the shuttle mass’ frequency response has the fea-

tures depicted in Figure 5.2 involves careful selection of the system parameters.
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The most important design parameters are the inertia ratios (ǫi) and the resonant

frequency ratios (ωi/ωlow), which are used to control the extent of mode local-

ization [92, 7, 6] and the device’s overall performance as a mass sensor. In order

to achieve mode localization, the inertia ratios (ǫi), which dictate the coupling

strength, must be small (≪ 1) and system resonance frequencies (ωi’s, ωlow, and

other resonances not captured in the lumped-mass model) must be well spaced.

For the coupled system mass and/or stiffness changes in a single microbeam lead

to shifts in all of the system’s resonance frequencies. However, if the frequency

response is tailored to have strongly localized modes, then these mass and/or

stiffness changes will result in distinctly larger shifts in the resonance associated

with the altered oscillator. An example of behavior is shown in Figure 5.3, where

the highest frequency microbeam is mass loaded and the corresponding resonance

in the shuttle mass response shifts about two orders of magnitude more than the

other resonances associated with the unloaded microbeams, which are induced

solely through coupling. Therefore, the sensing principle presented herein allows

for the identification of a given resonance shift’s source and can be used for rapid

analyte detection and identification.

The resonance frequency ratios (ωi/ωlow) must be chosen carefully in the design

process. The following criteria must be considered during design:
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Figure 5.3: Bode plot for the SISO transducer showing the response of the
shuttle mass before (black curve) and after (red curve) mass is added to the
highest frequency microbeam oscillator.
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• The coupled system’s resonance frequency ratios must be greater than one,

(ωi/ωlow > 1). If they are close to or equal to one, then the localized modes

(labeled (A)-(D)) are too close to the the low frequency mode (labeled(1))

and therefore can be contaminated, which can ultimately hinder the suc-

cessful detection of analytes.

• Each frequency ratio (ωi/ωlow) must be distinct and well separated from all

other frequency ratios. If the frequency ratios are too closely spaced, then

a multiresonance passband with indistinct resonances can occur, which can

ultimately prevent multi-analyte detection.

• The resonance frequencies of the localized microbeam modes (≈ ωi) must

also be well separated from other vibration modes that are not captured by

the lumped-mass model. As in the first case, failure to meet this criteria

could lead to contamination of the localization microbeam modes. In order

to capture higher order modes of an actual micro-structure finite element

analysis is used in the design process.

Another important parameter to consider, which directly influences the fre-

quency response, is the damping. The quality factors of the system’s resonances

directly impact how closely they can be to one another and the number of mi-

crobeams that can be integrated into the system. For example, if the system is
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to operate in a low damping environment, then the system’s resonances can be

closer spaced than they can be in a high damping environment. A reasonable

approximation for the smallest practical frequency spacing between each localized

microbeam mode is

∆ωmin
i ≈ ∆ωnom =

ωnom

Qnom
, (5.7)

where ∆ωnom is the average bandwidth of the isolated microbeam resonance curves

at half the maximum amplitude, ωnom is the mean resonant frequency of the

localized microbeam modes, and Qnom is the mean quality factor of the localized

microbeam modes. For a given non-resonant frequency window with bandwidth B,

the maximum number of microbeam resonances (and thus number of microbeams)

that can fit into this frequency band can be approximated as

Nmax ≈ BQnom

ωnom
. (5.8)

For an actual device the bandwidth B is set by the low frequency resonance (ωlow)

and the first resonance not captured by the lumped mass model (ωhigh); in other

words B = ωhigh − ωlow. For applications requiring large arrays, Nmax may be

insufficient and it may possible to exploit multiple non-resonant pass bands.

The excitation amplitude is also important, but will depend on the actuation

method used and can be tuned during operation. For mass sensing the oscillator

amplitude directly affects the frequency resolution (this will be discussed later
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in this chapter) and ultimately the performance of the device as a sensor (i.e.

larger amplitudes lead to better frequency resolution). It is therefore desirable to

drive the device with the largest possible excitation amplitude. However, practical

limitations on the maximum excitation amplitude are set by nonlinearities and

critical device failure, which typically occur at large excitation amplitudes.

5.3 Sensor Metrics

In the process of developing a mass sensor platform it is important to deter-

mine pertinent metrics, both analytically and experimentally, that help evaluate

its performance and compare its performance to other mass sensor platforms. For

mass sensors this metric is mass sensitivity, which is a measure of the smallest

added mass that can be detected with a given platform. For mass sensors oper-

ating in resonant mode, this metric turns out to be the product of two important

metrics, mass responsivity and frequency resolution. The mass responsivity of a

system is a deterministic quantity that dictates how much the resonant frequency

changes for a given added mass. The frequency resolution, on the other hand,

takes into account the stochastic nature of the frequency measurement and repre-

sents the smallest frequency shift that can be accurately measured in the presence

of noise and uncertainty.
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As shown in [42], the mass sensitivity for a single-degree-of-freedom (SDOF)

resonator is

δm ≈ R−1δω0, (5.9)

where δm is the smallest detectable mass (or mass sensitivity), R is the mass

responsivity, and δω0 is the smallest resolvable frequency shift (or frequency reso-

lution). Equation (5.9) assumes that δm is small compared to the effective mass

of the resonator Meff and that the effective stiffness and quality factor are not

affected by the accreted analyte. Equation (5.9) can be extended for the multiple-

degree-of-freedom (MDOF) sensor studied here. In this case the mass sensitivity

becomes a vector, ∆m,

∆m ≈ S−1∆w, (5.10)

where the responsivity S is a square matrix that accounts for N + 1 resonance

shifts that can be induced by up to N +1 mass changes and ∆w is a vector whose

elements are the frequency resolutions that correspond to each of the system’s

resonance frequencies.

In Sections 5.4 and 5.5 the mass responsivity and frequency resolution, re-

spectively, are determined for the MDOF, SISO mass sensor and compared to the

conventional SDOF mass sensor.
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5.4 Mass Responsivity

As discussed above, the mass responsivity is an important metric that tells

how sensitive the resonant frequency of a device is to mass change. In this section

it will be shown that the resonances of the MDOF sensor have resoponsivities

very close to those of their SDOF counterparts provided that the modes are well

localized.

First consider the SDOF case where the device has resonant frequency ω0 =

√

keff/meff . In this case the responsivity is determined by taking the derivative

of the resonant frequency with respect to the effective mass, δω0/δmeff . The

resulting mass responsivity is

R = − ω0

2meff
. (5.11)

In other words, a small resonator with small mass and high frequency will exhibit

a large mass responsivity. As a result, micro and nano-scale beams are promising

platforms for sensing due to their small size, high frequencies, and correspondingly

high responsivities.

Next consider the more complicated MDOF case, where the coupled system has

N + 1 resonance frequencies, which are determined by solving for the eigenvalues

of the matrix equation (5.3). This is accomplished by considering the eigenvalue
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problem for the unforced, undamped system

(K − Ω2
rM)Vr = 0, (5.12)

where Ω2
r is the rth eigenvalue, Vr is the corresponding rth eigenvector, and r =

1, 2, ..., N + 1. In order for Equation (5.12) to have nontrivial solutions, the fol-

lowing condition must be met

det(K − Ω2M) = 0. (5.13)

Expanding Equation (5.13), yields a characteristic polynomial whose roots are

the squared resonance frequencies (Ω2
r) of the system. For the coupled system, if

mass is added to one of the microbeams all resonances in the system will shift.

Accordingly, the responsivity is a square r × j matrix (j = 1, 2, ..., N + 1), S in

Equation (5.10), which accounts for N + 1 frequency shifts caused by N + 1 mass

additions. The elements of S are Srj = δΩr/δmj , which quantify the shift of the

rth system resonance due to mass addition at the jth resonator (i.e. the shuttle

mass or any of the microbeam sensors).

If the response of the MDOF sensor is tailored to have strong mode localiza-

tion, as discussed in Section 5.2, then the resulting responsivity matrix will be

diagonally dominant. This is due to the drastically larger shifts in the resonances

of the localized modes that occur when the associated microbeams are mass loaded

(as compared to those shifts induced solely through coupling). The shifts due to
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coupling are accounted for in the off diagonal elements (S12, S12, S23, etc) and

will be smaller for more localized systems.

5.4.1 Numerical Investigation

Here, the responsivity matrix (S) is demonstrated numerically and compared

for two example systems. Both example systems consist of an array of four fre-

quency mistuned microbeams that are commonly coupled to a comparatively

larger microbeam that acts as the shuttle mass (this architecture is discussed

later in Chapter 7). In both cases the mass of the shuttle (m ≈ 7.6× 10−11 kg) is

much larger than that of the microbeams (m1 ≈ m2 ≈ m3 ≈ m4 ≈ 2.5×10−12 kg)

and the resulting inertia ratios are small (ǫi ≈ 0.030). In the first case (a), all res-

onance frequencies are well spaced and the microbeam modes are highly localized.

In the second case (b), the spacing between each resonance frequency is reduced

to an order of magnitude and the modes are much less localized. The isolated

resonance frequencies and frequency spacing for each case are listed below.

• Case (a) well spaced resonances:

ωb = 55 kHz, [ω1, ω2, ω3, ω4] = [70 kHz, 80 kHz, 90 kHz, 100 kHz], the fre-

quency spacing between the shuttle mass resonance and the first microbeam

resonance is 15 kHz and the frequency spacing between microbeam modes

is 10 kHz.
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• Case (b) closely spaced resonances:

ωb = 55kHz, [ω1, ω2, ω3, ω4] = [57kHz, 58.5kHz, 60kHz, 61.5kHz], the fre-

quency spacing between the shuttle mass resonance and the first microbeam

resonance is 1.5kHz, and frequency spacing between microbeams is 1.5kHz.

The responsivity matrix is determined by compiling the stiffness matrix (K)

and mass matrix (M) for Equation (5.1), finding the eigenvalues (Ω2
r) using

Equation (5.13), and determining each element of the responsivity matrix Srj =

δΩr/δmj . Evaluating the resulting responsivity matrix using the parameters of

case (a) gives

Sa =





























0.2534 1.1502 0.7188 0.5496 0.4628

0.0282 13.7162 0.7080 0.2088 0.1186

0.0286 0.2205 16.6807 0.9120 0.2573

0.0318 0.0615 0.3180 19.8636 1.2807

0.0510 0.0396 0.1266 0.5996 23.8003





























, (5.14)

where the elements of Sa are in units [Hz/pg]. Element Sa
11 of Equation (5.14)

represents the responsivity of the low frequency rigid body mode due to mass

loading of the shuttle and elements Sa
22, S

a
33, S

a
44, and Sa

55 represent the responsiv-

ities of the localized microbeam modes due to mass loading of the corresponding

microbeams. An important attribute of Sa is that the diagonal elements are much

larger than the off diagonal elements (diagonally dominant). This means that if

100



Chapter 5. SISO, Multi-Analyte Sensor - Theory

mass binds to the lowest frequency microbeam, the corresponding localized res-

onance will shift significantly more than other resonances corresponding to the

unloaded microbeams.

Evaluating the responsivity matrix using the parameters of case (b) gives

Sb =





























0.1469 1.4941 1.2933 1.1379 1.0147

0.0013 7.8427 2.8146 0.4437 0.1793

0.0015 0.5493 5.4920 4.9544 0.6086

0.0014 0.1630 0.4542 3.4213 7.9034

0.2322 1.1150 1.4048 1.7988 2.3498





























, (5.15)

where the elements of Sb are in units [Hz/pg]. In contrast to Sa, the diagonal

elements of Sb are significantly reduced and the off diagonal terms have become

larger. In fact, there are two instances where the off diagonal element is larger

than the diagonal element, specifically Sb
34 > Sb

44 and Sb
45 > Sb

55, which ultimately

render this system unfit for sensing. For example, if a 1 pg mass binds to the

highest frequency microbeam (Sensor 4), then the corresponding localized mode

will shift 2.3498 Hz, but the next lowest frequency mode corresponding to an

unloaded microbeam (Sensor 3) will shift 7.9034 Hz. As a result, even though

mass has been added to Sensor 4, the shift pattern wrongly suggests that it has

been added to Sensor 3 and therefore gives a false reading. This shows that the

microbeam modes must be strongly localized for this system to be a viable mass

sensor.

101



Chapter 5. SISO, Multi-Analyte Sensor - Theory

Table 5.2: Numerical comparison of responsivities for the MDOF sensor and the
SDOF sensor.

Case (a)

Sensor ωi

ωb

Srr

[

Hz
pg

]

R
[

Hz
pg

]

1 1.2613 13.7162 15.2535
2 1.4414 16.6807 18.6363
3 1.6216 19.8636 22.2376
4 1.8018 23.8003 26.0450

Case (b)

Sensor ωi

ωb

Srr

[

Hz
pg

]

R
[

Hz
pg

]

1 1.0270 7.8427 11.2082
2 1.0450 5.4920 11.5044
3 1.0631 3.4213 11.8033
4 1.0811 2.3498 12.1046

Consider two sets of uncoupled microbeam sensor arrays that are identical

to the two sets of coupled microbeam sensor arrays in case (a) and (b). Table

5.2 shows the responsivities for each sensor of the coupled system (the diagonal

elements of the responsivity matrix Srr) as well as the responsivities of the cor-

responding sensors of the uncoupled system. In case (a) the responsivities for

the coupled system are close to the corresponding responsivities of the uncoupled

system. This is attributed to strong localization of the microbeam modes. In case

(b), however, the coupled system’s responsivities are significantly less than the

uncoupled system responsivities since the resonance frequencies are much more

closely spaced and resulting modes, of the coupled system, are less localized. It

is important to note that, due to the nature of the coupling, the coupled system
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will always have responsivities that are less than the uncoupled system. However,

by tailoring the frequency response to have strongly localized modes, the respon-

sivities of the coupled system will be close to those of the uncoupled system.

5.5 Frequency Resolution

The detection of small frequency shifts is limited by noise in an actual mea-

surement. Thermal-mechanical noise has been suggested to be the ultimate limit

of detection for micro- and nano- mechanical resonators [29, 43, 120], under

the assumption that other frequency sources can be made small. The effect of

thermal-mechanical noise on the minimum detectable frequency shift (frequency

resolution) for a single-degree-of-freedom (SDOF) oscillator has been previously

quantified in [42] using spectral density methods. Here, the frequency resolution

due to thermal-mechanical noise is derived using two useful statistical techniques,

the maximum likelihood function and the Cramer-Rao inequality. This figure of

merit is first derived for a single microresonator and then used to approximate the

frequency resolution for the SISO microresonator array for comparison purposes.

Finally, the framework for the full derivation for the frequency resolution of the

SISO microresonator array is presented and subsequently left for future work.
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Figure 5.4: Schematic of a forced SDOF harmonic oscillator with a random force
fn, which is due to thermal-mechanical noise.

5.5.1 Uncoupled Microresonators

A harmonically forced SDOF oscillator having mass m, damping coefficient c,

spring constant k, and driving force u(t) = U0 cosωt is shown in Figure 5.4. By

the Fluctuation-Dissipation Theorem [27, 48], since there is a dissipative force,

cż, it follows that a corresponding fluctuating force is present, fn. In the case of

microresonator based sensors, this random force is due to nonzero temperature in

the surrounding environment, which results in thermal agitation (i.e. Brownian

motion). The equation of motion for this system is

z̈ +
c

m
ż +

k

m
z =

1

m
(u(t) + fn). (5.16)
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This mechanical system can store energy in the form of kinetic energy, 1
2
mż2, and

potential energy, 1
2
kz2. Assuming that these energy storage modes are in thermal

equilibrium, then by the Equipartitian Theorem [115], each energy storage mode

has a mean energy of 1
2
kBT , where kB = 1.38×10−23J/K is Boltzmann’s constant

and T is the temperature of the surrounding environment. In other words,

1

2
kEz2=

1

2
kBT

1

2
mEż2=

1

2
kBT,

where Ez2 and Eż2 represent the mean squared displacement and velocity fluc-

tuations, respectively. So, in the unforced case, u(t) = 0, the thermal noise will

induce displacement and velocity fluctuations that will peak very close to the os-

cillator’s resonance frequency. The covariance of the random force is r = 2kBTc

[48], where the units of r are [N2/Hz].

In the following derivation we will need an expression for the likelihood function

[66, 11] of a continuous time estimation problem with a stochastic differential

equation of the form

dy = θϕdt+ dv (5.17)

where v is a Wiener process with incrimental covariance Edv2 = rdt, ϕ a regression

variable, and θ the unknown parameter. To obtain the likelihood function we first

105



Chapter 5. SISO, Multi-Analyte Sensor - Theory

consider the discretized version of Equation (5.17)

∆yi = θϕi∆t+ ei (5.18)

where ei are Gaussian N(0, σ2) random variables. The logarithm of the likelihood

function is

− logL =
1

2σ2

N
∑

i=1

(∆yi − θϕi∆t)
2 . (5.19)

Assuming that σ2 = r∆t, we get

− logL =
1

2r∆t

N
∑

i=1

(∆yi − θϕi∆t)
2 . (5.20)

Taking the limit as ∆t goes to zero gives Equation (5.17). In the limit the log

likelihood function becomes

− logL =
1

2rdt

∫

(dy − θϕdt)2 . (5.21)

We now apply the maximum likelihood method to the harmonically driven

oscillator and assume that z, ż, and u(t) are measurable quantities. Equation

(5.16) can be expressed as a stochastic differential equation similar to Equation

(5.17)

dy = θ1x1dt+ θ2x2dt+ θ3x3dt+ de (5.22)

where θ1 = −k/m, θ2 = −c/m, θ3 = 1/m, x1 = z, x2 = ż, x3 = u, dy/dt = dx2/dt,

and e is a Wiener process with incremental covariance Ede2 = r/(m2)dt and

mean Ede = 0. The maximum likelihood method is applied to estimate the above
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parameters. By assuming that the random variable de has a gaussian distribution

and that parameters θ1, θ2, and θ3 are known, the maximum likelihood function

L can be expressed as

− logL =
1

2σ2

∫ Tm

0

de2 =
m2

2rdt

∫ Tm

0

(dy − θ1x1dt− θ2x2dt− θ3x3dt)
2 (5.23)

where Tm is the measurement time and σ is the standard deviation. The maximum

likelihood estimates of parameters θ1, θ2, and θ3 are the values of these parameters

that maximize the likelihood function L, therefore minimizing logL (5.23). Here

the maximum likelihood estimate of θ1 is of specific interest. In 1946, Cramer

[32] showed that there is a lower bound to the variance (precision) of an unbiased

estimator which is given by

cov(θ̂) = E(θ̂ − θ0)(θ̂ − θ0)
T ≥ J−1 (5.24)

where θ̂ is a matrix composed of the estimated parameters, θ0 is a matrix composed

of the mean of each of the parameters, and J is Fisher’s information matrix.

Equation (5.24) is known as the Cramer-Rao inequality. The Fisher information

matrix J is the gradient of the likelihood function

J = E(logL)θ(logL)T
θ = −E(logL)θθ. (5.25)
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In matrix form, Equation (5.25) is

J = E















d2

dθ2

1

logL d2

dθ1dθ2

logL d2

dθ1dθ3

logL

d2

dθ1dθ2

logL d2

dθ2

2

logL d2

dθ2dθ3

logL

d2

dθ1dθ3

logL d2

dθ2dθ3

logL d2

dθ3

3

logL















. (5.26)

Plugging Equation (5.23) into Equation (5.26), the Fisher information matrix

becomes

J =
m2

r

∫ Tm

0













x1

x2

x3













(

x1 x2 x3

)

dt =
m2Tm

r
E













x1

x2

x3













(

x1 x2 x3

)

. (5.27)

To determine J the superposition principle is used to analyze the deterministic

and stochastic part of Equation (5.22) separately. This is valid because Equation

(5.22) is linear.

The deterministic part of x1, x2, and x3 can be described in vector form as












x1

x2

x3













=













G(iω)

iωG(iω)

1













U0 (5.28)

where U0 is the forcing amplitude and G(iω) is the transfer function at driving

frequency ω. The variance of Equation (5.28) is

E













x1

x2

x3













(

x1 x2 x3

)

=
U2

0

2













|G(iω)|2 0 Re[G(iω)]

0 ω2 |G(iω)|2 Re[iωG(iω)]

Re[G(iω)] Re[iωG(iω)] 1













.

(5.29)
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The transfer function for the system is

G(iω) =
(k −mω2) − icω

(k −mω2)2 + ω2c2
. (5.30)

Assuming that the oscillator is driven at its natural frequency, ω0 =
√

k/m,

Equation (5.29) becomes

E













x1

x2

x3













(

x1 x2 x3

)

=
U2

0

2













m
kc2

0 0

0 1
c2

1
c

0 1
c

1













. (5.31)

The equation of motion for the stochastic portion of Equation (5.22) is





dx1

dx2



 =





0 1

− k
m

− c
m









x1

x2



 dt+





0

de



 , (5.32)

where the vector X = (x1, x2) has covariance P (t) = EX(t)X(t)T . In steady state

the covariance equation for this system is given by

AP + PAT +R = 0 (5.33)

where

A =





0 1

− k
m

− c
m



 ,

and

R =





0 0

0 r
m2



 .
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Solving for P in Equation (5.33) gives the variance due to the thermal fluctuations

E





x1

x2





(

x1 x2

)

=





kBT
k

0

0 kbT
m



 . (5.34)

Combining Equations (5.31) and (5.34) by superposition and plugging the

result into Equation (5.27), the Fisher information matrix becomes

J =
m2Tm

r















(

kBT
k

+
U2

0
m

2kc2

)

0 0

0 kBT
m

U2

0

2c2
U2

0

2c

0
U2

0

2c

U2

0

2















. (5.35)

It is important to note that Equation (5.35) is in block diagonal form, which

greatly simplifies the inverse of the matrix. Taking the inverse of Equation (5.35)

gives a lower bound to the variance of θ1, θ2, and θ3, by the Cramer-Rao inequality

(5.24). In this analysis the variance of θ1 (which equals k/m) is of specific interest

since it is directly related to the resonance frequency. The lower bound variance

of k/m is

σ2
k/m =

2kBTc

m2Tm

(

kBT

k
+
U2

0m

2kc2

)

−1

(5.36)

where σk/m is the standard deviation of the parameter k/m. The smallest mea-

surable frequency shift or frequency resolution of a harmonically driven oscillator

in the presence of thermal-mechanical noise is thus

σω0
=

(

ω0

TmQ

)
1

2

(

kBT

2kBT + kx2
c

)
1

2

(5.37)
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where it is assumed that the cantilever is driven at its resonance frequency ω0, that

the drive amplitude is U0 = xcω0c, and that xc is the critical oscillation amplitude

just below the onset of nonlinearity. (Note that xc ≈ 0.53t for a fixed-fixed

microbeam [42].) Notice that the frequency fluctuations decrease as Q increases

and Tm increases as expected. Also, there is a term in Equation (5.37) that

represents the ratio of thermal energy Et = kBT to carrier energy Ec = kx2
c . This

term is essentially the inverse of the signal to noise. A more convenient way to

write Equation (5.37) is

σω0

ω0
=

(

1

πNQ

)
1

2

(

Eth

2Eth + Ec

)
1

2

(5.38)

where N = w0Tm/2π represents the number of periods in the frequency measure-

ments. The carrier energy can also be expressed as Ec = mω2
0x

2
c . Equation (5.38)

can be simplified by assuming that the thickness of small cantilevers is nanometer

scale or even sub-nanometer scale (i.e. Eth ≪ Ec)

σω0

ω0
≈

(

1

πNQ

)
1

2

(

Eth

Ec

)
1

2

(5.39)

which turns out to be the same expression derived for a frequency measurement

by a phase locked loop in [42]. In their derivation, however, they use a spectral

density method to derive the frequency resolution, which differs from the approach

used herein.
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5.5.2 Coupled Microresonators

Equation (5.39) can be adopted to gain an initial understanding of how the

frequency resolution of the coupled system compares to the uncoupled system.

Consider a localized microbeam mode in the response of the shuttle mass of the

coupled system with effective quality factor Qeff , effective mass meff , resonance

frequency Ωsm, and shuttle mass vibration amplitude xsm. Equation (5.39) can

be rewritten as

σΩsm

Ωsm
≈

(

1

πNQeff

)
1

2

(

kBT

meffΩ2
0x

2
sm

)
1

2

. (5.40)

One of the main limitations of the SISO multi-analyte sensor is the inherently

small amplitude of the resonance peaks in the shuttle mass response, which is a

result of the large size of the shuttle mass relative the the size of the microbeams.

This is evident in Figure 5.2, where the response of the each localized microbeam at

resonance is larger than the corresponding resonance in the shuttle mass response.

Due to the small resonant amplitudes in the shuttle mass response, the coupled

system is expected to have lower frequency resolution than the uncoupled system

since Equation (5.40) is inversely proportional to the amplitude at resonance. This

Expression gives a good initial understanding of how the amplitude of the coupled

system limits the frequency resolution and is helpful for designing the response

the SISO coupled array to achieve optimum sensitivity.
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It is important to note that this expression assumes that the coupled system’s

resonance is Lorentzian. The coupling in the system, however, causes a frequency

null near each localized resonance as seen in Figure 5.2. While this is believed

to be a reasonable approximation, a more thorough treatment is necessary to

fully understand how the system parameters effect the frequency resolution of the

coupled system.

5.5.3 On Going Work

Current efforts are aimed at deriving a frequency resolution metric for the SISO

coupled microresonator array using the above techniques. Here the framework is

for the derivation is detailed for a system compose a shuttle mass an a single

microbeam sensor.

A MDOF oscillator consisting of a large mass m with stiffness k and viscous

damping c attached to a smaller mass m1 with stiffness k1 and viscous damping

c1 is shown in Figure 5.5. The large mass is driven by a force u(t) = U0 cosωt and

the response of the shuttle mass is used to measure the resonance frequency of the

localized mode of the smaller mass m1. Since there are two dissipative mechanisms

in this system, c and c1, there are two corresponding fluctuating forces, fn and
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Figure 5.5: Schematic of a forced SDOF harmonic oscillator with a random
forces fn and fn1, which are due to thermal-mechanical noise

fn1. The coupled equations of motion for this system are

z̈+
ωb

Qb
ż + ω2

bz +
m1

m

w1

Q1
(ż − ẏ1) +

m1

m
ω2

1(z − y1) =
1

m
(u(t) + fn − fn1)

ÿ1+
ω1

Q1

(ẏ1 − ż) + ω2
1(y1 − z) =

1

m1

fn1, (5.41)

where ωb = k/m, Qb = mωb/c, ωb = k1/m1, and Q1 = mω1/c1. Equation (5.41)

can be expressed as

dx2=(θ1 +
m1

m
θ4)x1dt+ (θ2 +

m1

m
θ5)x2dt+ θ3x3dt−

m1

m
θ6x4dt−

m1

m
θ7x5dt+ de1 − de2

dx5=−θ4x1dt− θ5x2dt+ θ6x4dt+ θ7x5dt+ de3 (5.42)

where θ1 = −ω2
b , θ2 = −ωb/Qb, θ3 = 1/m, θ4 = θ6 = −ω2

1, θ5 = θ7 = −ω1/Q1,

x1 = z, x2 = ż, x3 = u(t), x4 = y1, and x5 = ẏ1. The Wiener Processes e1,

e2, and e3 have incremental covariances Ede21 = r1/m
2dt, Ede22 = r2/m

2dt, and
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Ede23 = r2/m
2
1dt, respectively, where r1 = 2kBTc and r2 = 2kBTc1, and all have

zero mean (Ede1 = Ede2 = Ede3 = 0). Also note that de2 is related to de3,

specifically de2 = (m1/m)de3. The random forces can be written in vector form

as

dǫ =





de1 − de2

de3



 (5.43)

which has incremental covariance E(dǫdǫT ) = Γdt and zero mean, where the

covariance matrix Γ is

Γ =





r1+r2

m2 − r2

m1m

− r2

m1m
r2

m2

1



 . (5.44)

The Logarithm of the Likelihood function is

− logL =
1

2

∫ Tm

0

dǫT Γ−1dǫ. (5.45)

By using the Fisher information matrix and the Cramer-Rao inequality, the fre-

quency resolution of resonance corresponding to the localized microbeam mode

can be determined. More microbeams can be incorporated into this derivation,

and numerical methods can be used to investigate the effects of the parameters

on the system’s frequency resolutions.

5.6 Scaling

As previously discussed the mass sensitivity of a resonant sensor depends on

the inverse of the mass responsivity. In order to increase the mass sensitivity the
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mass responsivity can be increased by decreasing the dimensions of the resonator.

Not surprisingly, nanomechanical resonators have shown unprecedented sensitivi-

ties due to their ultra small masses and high resonance frequencies [143]. Reducing

the resonator dimensions, however, also leads to a reduction in detectability. A

metric can be defined that takes into account the detectability, which will be

referred to as the detectability product [2]

D = RR−1, (5.46)

where R is the mass responsivity and R−1 is the detectability, which will depend

on the transduction method of the sensor.

Consider, for example, the case where the resonator’s mechanical motion is

transduced into an electrical signal using a standard optical interferometric detec-

tion technique (i.e. Michelson interferometry). When the width of the resonator

becomes smaller than wavelength of the laser (He-Ne laser λ ≈ 632nm) there is a

significant reduction in signal strength [69, 80], which reduces the signal-to-noise

ratio. This ultimately leads to a reduction in the detectability. In many cases, it

is therefore desirable to have a larger sensor surface. There is a trade-off, however,

in that larger sensor dimensions generally increase the effective mass and therefore

decrease the mass responsivity of the sensor. In this section the sensor topology

discussed previously is shown to have unique scaling benefits in terms sensitivity

and detectability.
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Figure 5.6: Schematics of a microbeam coupled to a large shuttle mass depicting
(a) a capacitive plate with area Asm for sensing the motion of the shuttle and (b)
a capacitive plate with area Am for sensing the motion of the microbeam.

In this section the capacitive transduction case is considered for a device anal-

ogous to the the coupled architecture previously discussed in Section 5.1. Two

transduction methods are shown in Figure 5.6 for the device which is composed of

a resonator with width Wm and length Lm (smaller cantilever) and a shuttle mass

with width Wsm and length Lsm(larger cantilever). In the first case (Figure 5.6a),

the larger shuttle mass is used for transduction, with effective capacitor plate area

Asm = lsmwsm, to indirectly sense the resonance of the smaller cantilever. In the

second case (Figure 5.6b), with effective capacitor plate area Am = lmwm, the

smaller cantilever is used for transduction to directly sense its own resonance. In
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both of these cases the coupled system is driven near the localized mode where

energy is largely confined to the resonator.

For capacitive transduction, the detectability can be quantified by the inverse

of the motional resistance [13, 96, 97]. The motional resistance relates the voltage

at the input of the transducer vi to the current at the output of the transducer io

by R = vi/io. Assuming that the sensor is driven near the localized resonance of

the resonator, ωm, the motional resistances for the two cases in Figure 5.6 are

R−1
sm ≈ ǫ20V

2
DC

c

(

A2
sm

S4
sm

)

, (5.47)

R−1
m ≈ ǫ20V

2
DC

c

(

A2
m

S4
m

)

, (5.48)

where ǫ0 is the permittivity of free space, c is the damping coefficient, VDC is

the DC voltage offset applied across the capacitor, and Ssm and Sm are the gaps

between the top capacitor plate and the shuttle mass and microbeam, respectively.

Here, for simplicity, the capacitors are assumed to act approximately as parallel

plates and the damping coefficient is assumed to be approximately the same for

each case. It is evident that the motional resistance strongly depends on the gap

between the capacitive plates and the effective area of the capacitive plates.

Since the system is driven at a resonance frequency where the energy is lo-

calized in the smaller cantilever, the mass responsivity is assumed to be approx-

imately equal to that of an identical isolated small cantilever. So, the mass re-
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sponsivity for the device is approximately R = β 1
L3

mWm
, where β is a constant

that depends on the material properties and boundary conditions of the beam.

This assumption is validated by the work detailed in Section 5.4. The ratio of the

detectability products scale as

Dsm ∝
(

1

S4
sm

) (

l2smw
2
Sm

L3
mWm

)

, (5.49)

Dm ∝
(

1

S4
m

) (

l2mw
2
m

L3
mWm

)

. (5.50)

Taking the ratio of Equations (5.49) and (5.50) gives

Dsm

Dm
∝

(

S4
m

S4
sm

) (

l2smw
2
sm

l2mw
2
m

)

. (5.51)

or

Dsm
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∝

(

S4
m

S4
sm

) (

A2
sm

A2
m

.

)

. (5.52)

This ratio shows that the detectability product increases drastically when the

resonant motion of a smaller cantilever is transduced through a larger intermediate

shuttle mass. A detectability ratio greater than 1 implies that the case where the

shuttle mass is the transducer will perform better in terms of responsivity and

detectability than the case where the smaller resonator is the transducer. Due

the to extremely small size scale of nanomechanical resonators the detectability

product is drastically reduced due to ultra-small motional resistance. Therefore,

the coupled architecture is an attractive platform for sensing nano-scale resonators
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since it allows for increased motional resistance without significant reduction of

mass responsivity.

Since the most pertinent metric for a mass sensor is the mass sensitivity,

Equation (5.52) should be modified to include the frequency resolution, which was

derived for a sensor limited by thermomechanical noise in the previous section.

If the resonator shown in Figure 5.6 is driven at resonance, Equation (5.40) can

be used as an estimate for the frequency resolution for each case in Figure 5.6.

Assuming that the effective quality factor, effective mass, and measurement time

(or number of periods in the measurement) are the same for both cases, the ratio

of the frequency resolutions is σΩsm
/σΩm

= xm/xsm, where xm and xsm are the

displacements of the resonator and shuttle mass, respectively. Accounting for the

frequency resolutions, the modified detectability ratio is

DsmσΩsm

DmσΩm

∝
(

S4
m

S4
sm

) (

A2
sm

A2
m

) (

xm

xsm

)

. (5.53)

When the coupled sensor platform is driven at a localized mode the amplitude of

the shuttle mass will inherently be less than the amplitude of the smaller resonator,

xm > xsm. However, Equation (5.53) can still be made greater that 1 by scaling

the shuttle mass appropriately.
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Figure 5.7: (a) CAD drawing of a device composed of a large shuttle mass and
four frequency mistuned microbeams. (b) The response of the shuttle mass (black
curve) and microbeams (colored curves), which was recorded experimentally using
the technique discussed in Chapter 7. Notice the reduced amplitude of the four
resonances in the shuttle mass response.

5.6.1 Example

As an example, consider the device, which will be revisited in Chapter 7,

composed of a shuttle mass and four frequency mistuned microbeams shown in

Figure 5.7a. The shuttle mass is approximately 334 µm long, 310 µm wide, and

5µm thick. The microbeams are 20µm wide, 1.3µm thick and they have mistuned

lengths of 129.4µm, 123.4µm, 118.2µm, and 113.5µm. If the last half of the shuttle

mass area is used for capacitive transduction, then the effective area squared is

A2
sm = 2.68 × 10−15 m4. In the other case where each microbeam is used for
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transduction, the effective areas squared would range from A2
m = 1.29× 10−18 m4

to A2
m = 1.67×10−18m4. In Figure 5.7(b), the response of the shuttle mass (black

curve) and each of the microbeams (colored curves), obtained experimentally, are

shown. Notice that at each of the four resonances, which correspond to localized

modes where energy is largely confined to a single microbeam, the shuttle mass

response is between 10 and 50 times smaller than the response of the corresponding

microbeam. If the transducer gaps are assumed to be the same for each case

Ssm = Sm, then the detectability product ratio from Equation (5.53) will be range

between 32 and 200. Since the detectability ratios in this case are well above 1,

the conclusion can be drawn that using the larger shuttle mass for transduction

increases the performance of the sensor, even though there is inherent reduction

in oscillator amplitude.
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SISO, Multi-Analyte Sensor -

Proof-of-Concept

This chapter details a novel MEMS mass sensor that was developed using the

theoretical framework presented in the previous chapter. Four frequency mis-

tuned microbeams are commonly attached to a comparatively larger shuttle mass

to allow for multiple chemical and/or biological analytes to be detected using a

single input channel and a single output channel. This unique coupled architec-

ture exploits vibration localization in the microbeam array to embed all requisite

resonance frequency information in the response of the shuttle mass. As a result,

the shuttle mass response can be used to measure resonant frequency shifts in each
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of the microbeams. The prototype device in this section is used to experimentally

study and prove the concept of the SISO multi-analyte mass sensor.

In Section 6.1 the unique SISO multi-analyte sensor design is presented. In the

Section 6.2 the procedures used to fabricate and experimentally test the device

are discussed. In Section 6.3 the unique response and mode shapes of this device

are investigated experimentally and computationally (FEA). The results from a

mass detection experiment, which verify this novel sensing concept, are presented

in Section 6.4. Finally, the results from this experimental study and the sensor

metrics are discussed in Section 6.5.

6.1 Sensor Design

Though a variety of geometries can be developed based on the sensor topol-

ogy described in section 5.1, the translational design depicted in Figure 6.1 was

selected for examination here due to its relative simplicity. The device shown in

Figure 6.1 is analogous to the lumped mass model shown in Figure 5.1 and consists

of a shuttle mass (SM) that is suspended above the substrate by four-folded beam

flexures (S), four microbeam sensors labeled (M) that are attached to the shuttle

mass, and a bank of interdigitated comb drives (CD) used for electrostatically

actuating the device.
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Figure 6.1: Scanning electron micrograph of the translational, SISO, multi-
analyte sensor composed of a shuttle mass labeled SM , four individual microbeam
sensors labeled M , four folded beam flexures labeled S, and electrostatic comb
drives labeled CD. Note that the principle direction of motion is illustrated by
the double-pointed arrow.

While there are two sets of comb drives, only one is utilized for actuating

the device. The second set of comb drives, not utilized here, can be used for

capacitively sensing the motion of the shuttle mass. Figure 6.2 depicts the comb

drives and their dimensions. The comb fingers are approximately 2 µm wide,

15 µm long and are spaced approximately 2.5 µm apart with an overlap of 4 µm.

In each comb drive set there are 70 comb finger interactions. The driving force

u(t) provided by these comb drives is described by Equation (5.4) in Section 5.1.

The geometry and number of comb fingers were chosen to achieve a reasonable
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Figure 6.2: Interdigitated comb drives used for actuating the device, with labeled
dimensions.

electrostatic force magnitude, approximately 5 nN/V 2, which ultimately allowed

the device to be driven with relatively small voltages.

The folded beam flexures (see Figure 6.3) are designed in such a way that

in-plane unidirectional motion is dominant. The primary direction of motion is

labeled with the double ended arrow in Figure 6.1. The flexures are 280 µm long,

2µm wide and have a 22µm fold and a 11µm fold, which effectively reduce cubic

nonlinearities arising from spring hardening. As shown in [148] and in Table 2.2

of Section 2.2.1 the cubic nonlinearity of a flexure can be reduced by more than

two orders of magnitude by including a single fold (crab-leg beam). Having a

double fold is desirable in this application because the concept is based on linear

principles. The combine linear stiffness of these four flexures is approximately
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Figure 6.3: Double folded suspending flexure with labeled dimensions.

4 µN/µm and the cubic nonlinear stiffness is less than 0.01 µN/µm3. Also note

that the geometry of the flexures and shuttle mass, which has an approximate

mass of 1.5 × 10−9 kg, were chosen so that the in-plane resonance frequency of

the shuttle mass is well below the resonance frequencies of the microbeams. The

resonance of the bulk in-plane translational mode can be approximated by

Ωlow ≈
√

ks

msm
,

where ks is the in-plane stiffness of the flexures and msm is the mass of the shuttle

mass. Note that this expression ignores the mass of the microbeams, which is

a valid approximation for this design since the microbeams have much smaller

masses than the shuttle mass. Also note that out of plane motion is suppressed

by a large aspect ratio of flexure depth (20 µm) to width (2 µm).
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The dimensions of the four microbeam sensors were chosen by using iterative

finite element analysis (FEA) to ensure that their corresponding localized reso-

nances were well separated from other resonant modes of the structure (FEA re-

sults are discussed later in this chapter). The four microbeam sensors are all 2µm

wide and have mistuned lengths (202.0 µm, 210.0 µm, 219.5 µm, and 230.2 µm).

This provides a frequency spacing of approximately 4 kHz to ensure that the cou-

pled system’s resonant frequencies have ample separation and that the resulting

modes are sufficiently localized. Since damping coefficients were difficult to esti-

mate prior to experiment, the frequency spacing between microbeam resonances

was chosen by using Equation (5.8) and assuming a conservative average Q-value

of 10. If these microbeams are assumed to be isolated, their effective masses are

approximately 5 × 10−12 kg, which correspond to their first resonant mode. The

ratios of the microbeam masses to the mass of the shuttle, the inertia ratios, are

less then 0.01. As shown in Chapter 5, small inertia ratios are also necessary to

ensure sufficiently localized modes.

It should also be noted that in practice different active sensing surfaces would

be deposited on each of the microbeam oscillators. This sensor was designed con-

servatively for proof-of-concept and therefore only incorporates four microbeams,

however, this number could be easily expanded in future devices to facilitate the

detection of a larger number of analytes.
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6.2 Device Fabrication and Experimental Setup

The device in Figure 6.1 was fabricated on a silicon-on-insulator (SOI) wafer

with a 20 µm device layer using standard micro-machining techniques [152]. The

process flow included a lithographic step for pattern definition, a deep anisotropic

silicon etch using a deep reactive ion etcher (DRIE), an O2 reactive ion etch (RIE)

for polymer removal, and finally a hydrofluoric acid wet etch to remove the silicon

dioxide beneath the oscillator.

For this experiment one set of the interdigitated comb drives was used for

electrostatic actuation. The substrate and device were grounded and a swept

sine wave was applied to the drive electrode. The response of the shuttle mass

was measured using a single beam laser vibrometer (Polytec) [133]. Since the

vibrations of interest occurred in-plane (perpendicular to the laser beam), a 45o

mirror was cut into the silicon next to the shuttle mass using a focused ion beam

(FEI 235FIB). The output from the vibrometer, which is directly proportional to

velocity, was sent to a vector signal analyzer (Hewlett Packard 89410A) to obtain

the frequency response of the shuttle mass. In the following experiments, the

device was operated at a pressure of 275mTorr because poor quality factors were

experienced at higher pressures, which severely reduced sensitivity and overall

performance.
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Figure 6.4: Experimentally obtained frequency response for the sensor depicted
in Figure 6.1. The device was actuated with a 6.2 V swept sine signal in a
275 mTorr envirnoment. Note that the labeled resonances correspond to the
following modes: (1) bulk in-plane mode, (2 and 3) out-of-plane modes, and
(A−D) modes where energy is localized in the sensors microbeams. The resonant
frequencies associated with each of these modes are tabulated in Table 6.1.

6.3 Device Response and Mode Shapes

The response of the shuttle mass shown in Figure 6.4 was obtained exper-

imentally by actuating the device with a 6.2V swept sine signal and sweeping

frequency. The response contains the desired spectral features shown in Figure

5.2 (namely the resonances labeled (1) and (A) through (D)), as well as some that

were not predicted with the lumped-mass model. The experimental resonance
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labeled (1) occurs at approximately 8 kHz and corresponds to the bulk in-plane

mode where the entire device moves essentially together as a lumped mass. The

mode shape at this resonance was predicted by FEA and the results are shown in

Figure 6.5a. Higher frequency experimental resonances labeled (A)−(D) occur be-

tween approximately 38kHz and 50kHz (with a spacing of approximately 4kHz)

and correspond to the localized microbeam modes where the vibration energy is

largely confined to a single microbeam. Figure 6.5b depicts the mode shape of

one of these localized modes, specifically (D), predicted using FEA. All of these

in-plane modes were verified using stroboscopic imaging equipment from Polytec

and compared to the predicted modes from FEA. Two modes labeled (2) and (3)

in Figure 6.4, which are not predicted by the lumped-mass model in Section 5.1,

occur at approximately 20kHz and 36kHz, respecively. These modes correspond

to out-of-plane modes and are predicted and verified by FEA. Figure 6.5c depicts

the characteristic shape of mode (3). Note that the frequency data for each of the

system’s resonances is tabulated in Table 6.1 for both the FEA and experimental

results.

Another important observation to make is that resonance (3) occurs close to

resonance (A), which results in a reduction of the resonant amplitude of (A). Due

to the inherently small nature of the localized mode amplitudes, any further reduc-

tion in amplitude could be detrimental to the signal to noise ratio and therefore
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Figure 6.5: Three important mode shapes of the sensor determined using finite
element software. (a) The first mode of the sensor: a bulk in-plane mode where
the shuttle mass and microbeam oscillators move essentially as a lumped mass.
(b) The seventh mode of the sensor: an in-plane, localized mode where energy is
largely confined in a single microbeam. The fourth, fifth, and sixth modes show
similar localized behavior but for different microbeams. (c) The third mode of the
sensor: an out-of-plane torsional mode. The resonant frequencies corresponding
to each of these modes are detailed in Table 6.1.
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Table 6.1: Resonance frequencies determined through experiment and FEA for
the device shown in Figure 6.1.

Mode Description Experiment FEA Percent
(kHz) (kHz) Error%

1 Bulk translational mode 8.002 8.478 5.9
2 First out-of-plane mode 20.660 22.893 10.8
3 Second out-of-plane mode 35.877 40.335 12.4
4 First localized mode 38.301 41.435 8.2
5 Second localized mode 42.206 45.608 8.1
6 Third localized mode 46.112 49.594 7.6
7 Fourth localized mode 49.882 53.808 7.9
8 Third out-of-plane mode − 59.226 −

the performance of the sensor in practical implementation. Future sensors should

be carefully designed such that all unwanted modes are sufficiently separated from

the modes of interest. When the device was operated in air (the response in air

is shown in Figure 6.6) the localized resonance (A) completely disappeared and

the other localized resonances exhibited poor quality. The response of this device

is therefore unfit for operation in ambient conditions. The device’s poor perfor-

mance at ambient pressure is largely due to the increased damping caused by

fluid pumping between the microbeam oscillators and the sidewalls of the device’s

substrate. In the second-generation device, discussed in Section 7, the device’s

performance in air is drastically improved by removing excess substrate material

around the device and modifying the geometric configuration.
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Figure 6.6: Experimentally obtained amplitude and phase response, measured
using a laser vibrometer, of the translational SISO multi-analyte sensor when
operated in air. Note that resonance (A) completely disappears.
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Figure 6.7: A scanning electron micrograph of the platinum patch added to the
shortest, highest frequency microbeam to simulate mass detection. The patch
measures approximately 1.57 µm × 5.10 µm × 0.22 µm in size and has a mass of
approximately 38 pg, which was computed volumetrically. The inset, which was
used for measurement purposes, shows a zoomed in view of the patch.

6.4 Mass Detection Experiment

To simulate mass detection the frequency response of the shuttle mass was

recorded before and after the deposition of a small patch of platinum onto the

highest frequency microbeam. The platinum patch (shown in Figure 6.7) was

deposited using a focused ion beam (FEI 235FIB). The patch dimensions were

measured to be approximately 1.57 µm × 5.10 µm × 0.22 µm using a scanning

electron microscope. This yielded an approximate mass of 38 pg, which was esti-
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Figure 6.8: Experimentally obtained frequency response curves for the sensor
depicted in Figure 6.1 for the unloaded device (grey curve) and for the device when
the shortest beam was loaded by the platinum patch (black curve). The device
was actuated with a 12.2 V swept sine signal in a 275mTorr environment. Note
that the added-mass loading introduces shifts in each of the systems resonances,
the largest of which occurs in resonance (D), which corresponds to the localized
mode of the loaded beam.

mated volumetrically. Note, this patch was added to the tip of the microbeam so

that the effective stiffness was unaffected.

The responses of the shuttle mass measured before and after deposition (zoomed

in on the four resonances corresponding to the localized microbeam modes) are

shown in Figure 6.8. The device was actuated by a 12.2 V swept sine signal in

275mTorr vacuum. It is apparent that resonance (D), the localized mode of the

highest frequency (mass-added) microbeam, has been altered much more than
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Figure 6.9: Experimentally obtained frequency responses for the sensor depicted
in Figure 6.1 actuated with a 12.2 V swept sine signal in 275 mTorr pressure
depicting resonance shifts of approximately (a) 124Hz near resonance D and (b)
3 Hz near resonance C. Note that the grey curves represent the response before
mass loading and the black curves the response after mass loading the the shortest
microbeam.
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resonances (A) through (C). A higher resolution sweep near resonance (D), shown

in Figure 6.9a, reveals a shift of 124 Hz. Performing the same high resolution

sweep near resonance (C), shown in Figure 6.9b, reveals a much smaller shift of

3Hz, which is 40 times smaller than that of the loaded microbeam. The markedly

larger shift in the mass loaded microbeam resonance as compared to the unloaded

microbeam resonances is a direct result of strong mode localization.

6.5 Discussion

Through this experiment, where mass detection was simulated by FIB deposit-

ing a small patch of platinum onto the tip of the shortest microbeam, the novel

concept described in Chapter 5 was successfully proved. The structure of the

prototype device shown in Figure 6.1 was designed in such a way that localized

modes, where energy is largely confined to a single microbeam, occur in the de-

vice’s response. Due to the localized nature of these modes, the added platinum

on the shortest microbeam led to a frequency shift in the corresponding localized

mode (highest frequency localized mode) that was much larger than the local-

ized modes correponding to the unloaded microbeams, which are induced solely

through coupling. These results verify that this device is capable of not only

detecting mass addition, but also detecting the source of the mass addition.

138



Chapter 6. SISO, Multi-Analyte Sensor - Proof-of-Concept

The mass responsivity matrix S (discussed in Section 5.4) associated with

the device shown in Figure 6.1 can be partially compiled using the experimental

results detailed in the previous section. For example, the (5, 5) element of the ma-

trix, corresponding to the mass responsivity of resonance (D) in Figure 6.4 with

respect to a mass addition to the highest frequency microbeam, can be computed

to be 3.3 Hz/pg. The (4, 5) element of the matrix, which is the mass responsiv-

ity associated with resonance (C) in Figure 6.4 computed with respect to a mass

addition on the highest frequency microbeam, can be computed to be approxi-

mately 0.1Hz/pg. Extending this procedure through further experimentation will

reveal a diagonally dominant mass responsivity matrix, which is characteristic of

a system with localized modes as discussed in Section 5.4.

The experimentally determined mass responsivity of the mass loaded mi-

crobeam is comparable to other reported values for resonant multi-analyte sen-

sors. It is important to note, however, that these values are significantly lower

than those reported for sensors based on isolated microresonators [62, 71, 143],

mainly because of the larger scale of the devices considered here. While this can

largely be rectified by device scaling in future devices, mass sensor arrays based

on coupled system architectures will always be slightly inferior to arrays based

on isolated mass sensors due to inter-oscillator coupling, which manifests itself

in the off-diagonal terms of the responsivity matrix. Current design studies, the
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results of which will be incorporated into next generation devices, are aimed at

minimizing these off-diagonal terms while still allowing for the measurement of the

response of a common shuttle mass that supports the individual sensor elements.

Many factors such as thermomechanical noise, absorption desorption noise,

temperature fluctuations, and other sources of noise are known to affect the sys-

tems frequency resolution. In previous efforts, these factors have been studied in

the context of single-degree-of-freedom resonant mass sensors [42]. To the author’s

knowledge, the effect of these noise contributions have not yet been studied for

this type of coupled oscillator systems and ongoing and future efforts are aimed

at resolving this important issue. For the current sensor system the frequency

resolution is believed to be limited by the resolution of the spectrum analyzer and

laser vibrometer system detailed in Section 6.2. As a result, a conservative fre-

quency resolution estimate of 1.5Hz, which is significantly larger than the smallest

frequency shift measurable with the experimental setup, is assumed for each of

the systems resonances. In its current experimental configuration this results in

sub-picogram mass sensitivities for the sensor system. In final device implementa-

tions, however, additional improvements in hardware components, such as phase

locked loops, may appreciably alter this resolution.
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SISO, Multi-Analyte Chemical

Sensor

In the following section a device composed of four microbeam sensors com-

monly coupled to a comparatively larger microbeam that acts as the shuttle

mass oscillator is presented. This device is designed to primarily operate out-

of-plane with respect to the substrate and has been backside etched to remove

the underlying substrate and eliminate squeeze film damping effects, which in-

hibited the device presented in Section 6 from operating successfully in air. The

prototype device in this section represents the next step in the development of

the SISO multi-analyte mass sensor. A functionalization apparatus was built to

functionalize each of the four cantilevers with a different polymer coating, which
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readily absorb volatile organic vapors. Toluene and methanol vapors, as well as

toluene/methanol mixtures, are detected and identified using a single input signal

and single output signal. This work is believed to represent the first experimental

demonstration of SISO, multi-chemical detection and identification using a cou-

pled array of microresonators. In addition, the localized microbeam modes are

self-excited using positive feedback. This provides a means for tracking the local-

ized microbeam resonances in real-time, while amplifying their effective quality

factors. A mass sensitivity of 59 fg is demonstrated in air.

7.1 Sensor Design

A prototype sensor (Figure 7.1), composed of four microcantilever sensors S1,

S2, S3, and S4, each attached to a common shuttle mass resonator SM (resem-

bling a larger microcantilever), has been designed and fabricated for the detection

of multiple organic vapors. A critical component in the design of the coupled

system is that the frequency response contains tailored localized modes wherein

the vibration energy is largely confined to a single microbeam sensor. The system

was designed such that the resonances corresponding to these localized modes can

be tracked through the shuttle mass using a single output signal. In practice, this

was achieved by mistuning the lengths of the microbeam sensors and making their
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Figure 7.1: Microscope image depicting the sensor with labeled shuttle mass
SM , microbeam sensors S1, S2, S3, and S4, and detection laser location L.

effective masses (≈ 10−9 g) small relative to that of the shuttle mass (≈ 10−7 g).

The shuttle mass is approximately 334 µm long, 310 µm wide, and 5 µm thick.

The microbeam sensors are approximately 20µm wide and 1.3µm thick and they

have mistuned lengths of 129.4 µm, 123.4 µm, 118.2 µm, and 113.5 µm (S1, S2,

S3, and S4, respectively).

The dimensions of this sensor where primarily chosen based on limitations

placed by the procedure used to functionalize each microbeam. The method

involved dipping the cantilever tips into 80µm diameter capillary tubes containing

polymer solutions (discussed further below). The diameter of the capillary tube

placed limit on the center to center spacing between microbeams. The width

of the microbeams and the width of the shuttle mass were chosen based on the
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limit. The length of the microbeams were made long enough so that the last

25% of each beam (this ensured that the stiffness of the microbeams was largely

unaffected by the coatings, which induce stress) could be accurately dipped into

the tube with the positioning system, but small enough to achieve reasonably high

mass responsivities. Further design considerations for this structure are provided

in Appendix D.

Finite element analysis in conjunction with the model and design criteria dis-

cussed in Section 5.2 were used to tailor the device geometry and resulting fre-

quency response so that the microbeam modes are sufficiently localized. In addi-

tion, finite element analysis helped to predict higher order modes not captured by

the lumped-mass model and to make sure that there was ample frequency spacing

to prevent contamination of the the localized microbeam modes. Figure 7.2 de-

picts the first seven modes predicted for the structure shown in Figure 7.1 using

an eigenfrequency finite element analysis (COMSOL software [1]). This device

is predicted to have a low frequency bulk out-of-plane mode (Figure 7.2a), four

highly localized modes where the vibration energy is largely confined to a single

microbeam (Figures 7.2b through 7.2e), a torsional mode (Figures 7.2f) occurring

after the localized modes, and finally a (Figures 7.2g) second out-of-plane mode.

The highly localized nature of the modes shown in Figures 7.2b through 7.2e verify

that this structure is acceptable for SISO sensing. The resonance frequencies cor-
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Figure 7.2: The first seven mode shapes of the sensor determined using finite
element software. (a) The first mode of the sensor: a bulk out-of-plane mode where
the shuttle mass and microbeam oscillators move essentially as a lumped mass.
(b)−(e) The second through the fifth mode of the sensor: out-of-plane localized
modes where energy is largely confined in a single microbeam. (f) The sixth mode
of the sensor: an out-of-plane torsional mode. (g) The seventh mode of the sensor:
a second bulk out-of-plane mode. The resonant frequencies corresponding to each
of these modes are detailed in Table 7.1.

responding to each mode shown in Figure 7.2 are listed in Table 7.1. Note, there

is ample spacing between each neighboring localized mode (≈ 11 kHz spacing),

the first localized microbeam mode is well spaced from the first bulk out-of-plane

mode (48.4kHz spacing), and the fourth localized microbeam mode is well spaced

from the torsional mode (27.7 kHz spacing).

7.2 Device Fabrication

The device was fabricated on a silicon-on-insulator (SOI) wafer with a 5 µm

device layer, 1µm buried oxide layer, and 500µm handle. The process flow used to
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Table 7.1: Resonance frequencies determined through experiment (see Section
7.6 for the experimental response used to determine these frequencies) and FEA
for the device shown in Figure 7.1.

Mode Experimental FEA Value Percent
Value (kHz) (kHz) Error%

first bulk out-of-plane mode 54.3 55.8 2.3
localized microbeam mode (S1) 102.3 104.2 1.9
localized microbeam mode (S2) 114.3 115.6 1.1
localized microbeam mode (S3) 126.4 126.6 0.2
localized microbeam mode (S4) 136.7 137.0 0.2

first torsional mode − 164.7 −
second bulk out-of-plane mode − 372.5 −

fabricate the device is depicted in Figure 7.3. First, 500nm of silicon dioxide (SiO2)

is grown on the front and backside of the SOI wafer by wet thermal oxidation

(Figure 7.3a). A 300 nm layer of silicon nitride (SiNx) is deposited onto the

backside of the wafer using plasma enhanced chemical vapor deposition (PECVD)

to further protect the underlying Si during backside processing (Figure 7.3d). The

frontside SiO2 is patterned with positive photoresist and ICP reactive ion etched

using CHF3 plasma (Figure 7.3c). The frontside is patterned a second time with

positive photoresist (Figure 7.3d). Next, a deep reactive ion etch (DRIE), using

SF6 as the etchant and C4F8 as the polymer passivation, was used to define the

device (Figure 7.3e). The photoresist mask was then removed and a second DRIE

step defined the thickness of the microbeam array (Figure 7.3f).
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Figure 7.3: Process flow used to fabricate the device shown in Figure 7.1.

After processing the frontside, the backside was processed to remove the Si

and SiO2 layers beneath the device to eliminate squeeze film damping and ef-

fectively increase the system’s quality factors. The backside vias were patterned

with positive photoresist and the SiNx and SiO2 were reactive ion etched using

CF4 and CHF3 plasmas, respectively (Figure 7.3(g)). To protect the frontside of

the wafer during backside etching, a polymeric coating (Protek-B3 from Brewer

Science) is spin-applied. The backside etch was carried out by placing the de-

vice into potassium hydroxide (KOH) at 80oC until the buried oxide was reached

(Figure 7.3(h)). Next, the Protek coating was removed by dipping the device into

isopropanol, acetone, and finally deionized water baths. Lastly, a wet hydrofluo-
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ric acid (HF) etch was used to remove the SiO2 beneath the device layer (Figure

7.3(I)).

7.3 Polymers as functional Coatings

Standard polymers were used to functionalize each microbeam for detection

and identification of chemical vapors. Polymers are known to readily absorb

volatile organic compounds (VOCs) such as solvents, alcohols, fragrances, and

nutrition-related compounds [12, 15, 72]. These analyte molecules, when present

in the surrounding environment, will be absorbed into the polymers causing them

to swell and the effective mass of the corresponding micrbeams to change. Analyte

molecules will diffuse into the polymer layers until the absorption process reaches

dynamic equilibrium, which will depend on the temperature and pressure of the

surrounding environment. It is important to note that this process is reversible,

in that when the analyte concentration in the surrounding environment is reduced

the analyte residing inside the polymer will desorb.

Polymer coatings are not typically specific to a single organic vapor, however

they are partially specific, in that the amount of vapor that a given polymer

absorbs largely depends on the chemical makeup of the vapor (i.e. solubility

properties and the saturation vapor pressure). As a result, an array of cantilevers
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having different polymer coatings can be used to detect and identify previously

measured analytes and analyte mixtures using pattern recognition techniques [72].

Due to the partial specificity, however, identifying the composition of analyte

mixtures is difficult.

The partition coefficient is a measure of the amount of analyte molecules dis-

tributed between the vapor phase and the polymer phase [51, 55] at thermody-

namic equilibrium. This constant is given by

K =
cv
cs
, (7.1)

where cv is the volume concentration of analyte in the vapor phase and cs is the

volume concentration of analyte in the polymer. It is important to note that

the partition coefficient strongly depends on the chemistry of both the polymer

and the analyte. The partition coefficient will also strongly depend on the vapor

pressure of the analyte and the temperature T , which is given by the Gibbs free

energy equation ∆G = −RT lnK, where R is the molar gas constant [51].

The resonance frequency shifts ∆f in the coupled system for a given mass

addition vector ∆m (see Equation 5.10) are given by

∆f ≈ S∆m,

where S is the mass responsivity matrix. For an N microbeam system, where each

microbeam is coated with a different polymer coating, the elements in the mass

149



Chapter 7. SISO, Multi-Analyte Chemical Sensor

addition matrix ∆m are given by

∆mj = VjMKjcv,

where j = 1, 2, ..., N , Vj is the volume of the polymer on the jth microbeam, Kj is

the partition coefficient of the polymer on the jth microbeam for a given analyte,

M is the molar mass of the analyte, and cv is the the concentration of the analyte

in the vapor phase. The frequency shift of the rth (where r = 1, 2, ..., N) resonance

is affected by absorption of a gaseous analyte vapor in each of the polymer coated

microbeams (j)

∆fr ≈
N

∑

j=1

SrjVjMKjcv, (7.2)

which are the elements of the frequency shift matrix ∆f. In other words, the

frequency shift of one of the localized microbeam resonances will depend on the

responsivity and the affinity of the polymer for a given analyte. For an array of

isolated microbeams the resonance frequency shift due to absorption of a gaseous

analyte vapor in the polymer layer is

∆f = − ω0

2meff
VMKcv. (7.3)

It is important to note that in Equation (7.3), the polymer mass affects the the

effective massmeff and therefore the sensitivity of the microbeam. The same holds

for the effective masses of the microbeams in the coupled system, which directly

affect the responsivity term Srj in Equation (7.2). Prior to coating the microbeams
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with polymers, it is therefore important to take into consideration the density of

the polymer and the volume of polymer, V , in order to obtain optimum sensitivity

and maintain ample frequency separation between the localized microbeam modes

for the coupled system.

7.4 Sensor Functionalization

There are variety of methods for individually functionalizing the microbeam

sensors. For instance, the microbeams could be coated by dipping them into capil-

lary tubes with appropriate dimensions [71, 16], they could be spray coated using

an ink-jet printer [55, 88, 16], or they could be coated using various lithography

techniques, such as dip-pen lithography [50, 138]. While the later two methods

allow for more precise volume control of functional coatings, the capillary tube

method is adopted here due to its low cost and relative simplicity. This method

proved to be sufficient for the experiments in this work.

To functionalize the microbeams for the detection of organic vapors, different

polymer coatings (from Sigma Aldrich) were used. Table 7.2 shows the polymer so-

lutions used to functionalize each microbeam. Polymer solutions with appropriate

concentrations were prepared by mixing the polymers with solvents. Figure 7.4a

shows the functionalizion apparatus that was built for dip coating the microbeam
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Table 7.2: Polymers and solvents used for microbeam functionalization. Solution
concentrations shown as mg polymer per mL solvent.

Polymer Solvent Concentration ( mg
mL

)
S1 Polymethylmethacylate Toluene 1.5
S2 Polystyrene Toluene 1.2
S3 Polyurethane Dichloromethane 0.6
S4 Poly(4-vinylpyridine) Ethanol 5.0

tips into the polymer solutions. The functionalization procedure involved using a

precision three axis (X,Y,Z) stage to accurately position the microbeam sensors

and dip their tips into micro-capillary tubes (80µm outer diameter) containing

the corresponding polymer solutions. One end of the capillary tube is placed in

a reservoir containing a polymer solution and capillary forces deliver the fluid to

the free end where the microbeam is dip coated.

After dip coating each microcantilever into the corresponding polymer, the

resonance frequency of each localized microbeam mode was recorded to deter-

mine the amount of polymer added and ensure that the modes remain well

spaced. Figure 7.5 shows the resonance of each localized microbeam mode when

all microbeams are unloaded (a), S1 is functionalized with polymethylmethacylate

(PMMA) (b), S2 is functionalized with polystyrene (PS) (c), S3 is functionalized

with polyurethane (PU) (d), and S4 is functionalized with poly(4-vinylpyridine)

(PVP) (e). Note, when each microbeam is functionalized only the corresponding

resonance shifts appreciably, this is evidence that these modes are strongly local-
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Figure 7.4: (a) The capillary tube apparatus used to functionalize the microbeam
tips, (b) a close-up of a microbeam being dipped into a capillary tube containing
a polymer solution, and (c) microscope image showing the four functionalized
microbeams (note the polymers corresponding to each beam are listed in Table
7.2.
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Figure 7.5: Resonance frequency of each localized mibrobeam mode when (a)
all microbeams are unloaded, (b) S1 is functionalized with PMMA, (c) S2 is func-
tionalized with PS, (d) S3 is functionalized with PU, and (e) S4 is functionalized
with PVP.

ized. The polymer mass added to each microbeam was estimated (see Table 7.3)

by using the frequency shift of each localized microbeam mode and the approxi-

mate effective masses of the microbeams. Also, it was assumed that the stiffness

of each microbeam was largely unaffected by the polymer coatings, which was a

reasonable assumption since the nearly stress free end portion of each microbeam

was coated. The approximate added polymer mass to microbeam mass ratios are

also shown in Table 7.3.
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Table 7.3: Added polymer mass on each microbeam after functionalization
procedure.

Polymer Added Mass (ng) Added Mass/Microbeam Mass
(ng/ng)

S1 PMMA 1.2 0.65
S2 PS 1.1 0.59
S3 PU 0.25 0.15
S4 PVP 0.27 0.16

7.5 Experimental Setup

The sensor shown in Figure 7.1 was tested experimentally using the setup

shown schematically in the Figure 7.6. After each microbeam was functional-

ized, the device was base excited by a piezoelectric actuator. The off chip piezo-

element was excited by either a band-limited white noise signal that simultane-

ously excited all modes or by a swept sine signal, which were both supplied using

a programmable function generator (HP 33120A). The motion of the device was

sensed using a Polytec laser vibrometer. Specifically, using only one laser, which

was pointed at shuttle mass (the red dot Labeled L in the lower right inset of

Figure 7.6), the resonance frequency information for each of the microbeams was

measured. The scanning feature of the laser vibrometer was used to determine

and verify the mode shapes at each of the resonance frequencies of the device. A

vector signal analyzer (HP 89410A) and computer were used to analyze the signal

output from the vibrometer. During operation the the pressure in the chamber
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Figure 7.6: Setup used for the chemical detection and identification experiments.

was held constant using a pressure controller and a vacuum pump. Two mass

flow controllers connected to bubblers containing toluene and methanol (nitrogen

was used as the carrier gas) and a third mass flow controller connected to house

nitrogen were used to deliver analyte mixtures with predetermined concentrations

to the test chamber.

The analyte vapor concentration delivered from the bubbler is given by

Cv =
Pv

Pc
,

where Pv and Pc are the partial pressure of the vapor in the head space of the

bubbler and pressure of the carrier gas (nitrogen) at the inlet of the bubbler and

the concentration Cv is in units moles analyte per moles mixture. To estimate

the analyte concentration it is assumed that the vapor in the head space is in
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equilibrium with the liquid, that the temperature of the liquid in the bubbler is

constant, that the system is in steady state, that only vapor leaves the system,

and that the air in the head space is 100% saturated with analyte vapor (100%

humidity). The temperature dependent saturation vapor pressure of an organic

compound is given by [106]

LogPv = A− B

T + C
,

where A, B, and C are constants that are specific the particular organic compound,

T is the temperature of the organic compound in oC, and Pv is the saturation vapor

pressure in Torr. The constants for toluene and methanol are (A = 6.95464,

B = 1344.8, C = 219.482) and (A = 7.89750, B = 1474.08, C = 229.13),

respectively.

7.6 Device Response

Using a band-limited white noise signal, all modes were simultaneously ex-

cited and the resulting frequency response was recorded. Figure 7.7 depicts the

frequency response of the shuttle mass after applying polymers to the microbeams,

when the chamber pressure was held at 200Torr in a pure nitrogen environment.

Note that the response of the shuttle mass was divided by the response of the
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Figure 7.7: The frequency response of the device obtained experimentally by
base exciting it with band-limited white noise and sensing the shuttle mass mo-
tion with the laser vibrometer in 200 Torr vacuum. The mode shapes, obtained
experimentally using a Polytec scanning laser vibrometer, at resonances B, M1,
M2, M3, and M4, are also depicted.
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piezo-element (the laser pointed at the base of the oscillator) to recover the gain

of the shuttle mass, which is nondimensional.

Using the scanning laser vibrometer, the mode shape at each of the five res-

onances in the response shown in Figure 7.7 were measured. The device has a

bulk out-of-plane mode labeled B and four higher frequency localized microbeam

modes M1 through M4, which are used for sensing (see Figure 7.7 for experimental

mode shapes). These mode shapes are in good agreement with the mode shapes

predicted by FEA in Section 7.1 and verify that the four microbeam modes are

well localized. Also, note that due to the localized nature of these modes, the mass

responsivities (i.e. resonance frequency shifts per unit mass addition) associated

with the resonances corresponding to M1 through M4 are slightly less than, but

close to, the responsivities of an identical array of isolated, uncoupled microbeams.

For the system of interest here, the mass responsivities are approximated to be

11 Hz/pg, 14 Hz/pg, 28 Hz/pg,and 31 Hz/pg for localized modes M1 through

M4, respectively. This, provided a frequency resolution of approximately 1 Hz,

a metric which is easily obtained with the current setup, renders sub-picogram

mass sensitivities.

The device also operates reasonably well in air, which is a significant improve-

ment over the first generation device. The response of the shuttle mass near each

of the localized modes when the device is operated in air and in 200Torr vacuum
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Figure 7.8: Experimentally obtained frequency response curves near localized
modes (a) M1, (b) M2, (c) M3, and (d) M4 when the sensor is driven by a piezo-
electric actuator in a chamber held at 200 Torr (black curves) and atmospheric
pressure (red curves).

is compared in Figure 7.8. As expected, the resonances show a reduction in the

quality factor when operated in air. However, each resonance peak remains dis-

tinguishable at ambient pressure, which is a significant improvement over the first

generation device. This improvement is attributed to the absence of a substrate

surrounding the device. Estimated quality factors for each localized microbeam

resonance in air and in 200 Torr vacuum are provide in Table 7.4.
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Table 7.4: Comparison of quality factor for each localized resonance in 200Torr
vacuum and in air.

Resonance Q in 200 Torr Q in Air
M1 244 174
M2 263 167
M3 227 151
M4 242 147

7.7 Chemical Detection and Identification

Toluene and methanol vapors, as well as toluene/methanol mixtures, were de-

livered to the chamber while the device was in operation. The chemical detection

experiments involved measuring the resonance frequencies M1 through M4 (using

solely the response of the shuttle mass) in pure nitrogen gas, introducing an ana-

lyte and waiting for the absorption to reach steady state, measuring the resonance

frequencies again, and determining the resulting frequency shifts. In this manner

the frequency shift of each localized microbeam mode was determined for various

analyte concentrations. Note, after introducing analyte mixtures, the absorption

process was reversed by purging the chamber with nitrogen, thereby resetting the

microbeam sensors.

Absorption of the analyte vapor into each polymer altered the effective masses

of each microbeam, which caused the localized microbeam resonances, M1 through

M4, to shift. For example, the resonance frequency shift of each localized mi-
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Figure 7.9: Experimentally obtained frequency response curves near localized
modes (a) M1, (b) M2, (c) M3, and (d) M4 when the sensor driven by a piezoelec-
tric actuator with a swept sine signal in 200 Torr vacuum with pure nitrogen gas
(black dotted curves) and 5.8% methanol vapor (red solid curves) flowing into the
chamber. (Note that the blue curves were recorded after allowing the methanol
to flow for 30 minutes.)

crobeam mode when the device is operated in a 5.8% methanol environment at

200 Torr, is shown in Figure 7.9. Note that in this figure, and in Figures 7.10

and 7.11, the device is excited with a swept sine wave. Band-limited white noise

excitation yielded similar results, see Figure B.3 of Appendix B. It is also im-

portant to note that the lowest and highest resonance frequencies in Figure 7.9a

and 7.9d, corresponding to the PMMA coated microbeam S1 and the PVP coated

microbeam S4, respectively, exhibit the largest shifts and therefore the highest

affinities for Methanol.
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Figure 7.10: The resonance frequency shift of the localized microbeam modes
(M1-M4) due to the presence of (a) 2.9% toluene, (b) 3.9% methanol, and (c) a
mixture of 2.3% methanol and 2.3% toluene.

The polymers exhibit different sensitivities to different VOCs depending on

their chemical makeup. Therefore, different frequency shift patterns in the four

localized microbeam modes should be observed for different VOC’s and VOC mix-

tures. Evidence of this is shown in Figure 7.10, which shows the frequency shift

pattern of the resonances M1 through M4 when 2.9% toluene, 3.9% methanol, and

a mixture of 2.3% methanol and 2.3% toluene are present in the chamber. The

substantial difference in the frequency shift patterns verifies the sensors ability to

detect and identify chemical vapors. The sensitivity of each microbeam to toluene

and methanol, expressed as resonance frequency shift per unit analyte concentra-

tion, was determined by measuring the resonant frequency shifts in the coupled

array for different analyte concentrations. Figure 7.11 shows the experimentally
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Figure 7.11: The resonance frequency shift of the localized microbeam modes
(M1-M4) versus concentration of toluene (left) and methanol (right). Note, the
analyte concentration is a percentage in moles of analyte per moles of mixture.

obtained sensitivities of M1 through M4 to toluene and methanol. The sensitiv-

ities were estimated by performing a linear fit to the experimental data for each

mode, which are shown by the solid lines in figure 7.11. Using the shifts of the two

most sensitive microbeam modes M3 and M4 in Figure 7.10c and their sensitivities

from Figure 7.11, the concentration of methanol and toluene are calculated to be

2.8% and 2.0% respectively, which are in good agreement with the actual con-

centrations of 2.3% methanol and 2.3% toluene. The difference in the calculated

and actual analyte concentrations of the mixture is likely due to orthogonality

issues with the polymer coatings. Toluene and methanol show very different sig-

natures, based on the frequency shift patterns shown in Figures 7.11 and 7.10,
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and therefore are identifiable with the sensor. Similar to previous chemical nose

work [12, 15, 49, 72] fingerprints based on the resonance frequency shift pattern in

conjunction with statistical methods such as principal component analysis (PCA)

can be used to identify more complex mixtures.

7.8 Q-Control and Frequency Tracking

In the previous section mass detection was carried by sweeping the driving

frequency over a range near each of the localized microbeam modes and recording

each of their resonance frequencies. This method, however, is very slow and is

therefore not viable for practical implementations. In order to quickly determine

the presence of added mass on each microbeam’s surface, a method for tracking the

localized microbeam resonances in real-time is necessary. One method for achiev-

ing this is to drive the device with band-limited white noise to simultaneously ex-

cite each localized microbeam mode and using signal processing software to peak

track each of the resulting resonances. Another method, which is more promising,

is to use positive feedback (or Q-control) to self-excite [5, 57, 79, 114, 127, 137]

the device at each of its localized microbeam modes. One important aspect of

this technique is that no external function generator is required and that thermal-

mechanical noise and noise from the electronics drive the device. The output from
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Figure 7.12: Schematic of the positive feedback technique used to self-excite
the localized microbeam modes. The oscillator circuit is composed of a laser
vibrometer, an adjustable bandpass filter, a variable gain amplifier, a variable
phase shifter, and a piezoelectric actuator.

the transducer is fed into a bandpass filter, a variable gain amplifier and variable

phase shifter, and finally back into the input of the device’s actuator. A schematic

of the self-excited approach is shown in Figure 7.12. In this system the coupled

array of micro-cantilevers serves as the frequency determining element in the os-

cillator circuit. The adjustable bandpass filter is used to filter out frequencies

that could excite unwanted modes of vibration. The filter is also adjusted so that

only a single microbeam mode is excited at a time. The variable gain amplifier is

adjusted to optimize the quality factor, minimized frequency fluctuations, and to

maintain a constant vibration amplitude. The variable phase shifter is adjusted
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to obtain maximum positive feedback at resonance. For an SDOF system a dis-

placement signal output from the transducer would be phase shifted by 90o to

achieve maximum positive feedback at resonance (See Appendix C for theory).

For the SISO microbeam array, the phase shift will be slightly different due to the

coupling.

Using a piezoelectric actuator to excite the device and laser vibrometer to

transduce the mechanical motion of the shuttle mass into an electrical signal,

a device similar to the device shown in Figure 7.1 (the only difference is that

this device has thinner microbeams, with approximate thicknesses of 0.7µm) was

driven by a swept sine and self-excited at atmospheric pressure. Figure 7.13a

shows the response of the device, near the four localized microbeam modes, when

driven by a swept sine wave. By adjusting the gain, phase, and bandpass filter,

each of the localized microbeam modes are self-excited using the scheme shown

in Figure 7.12. The self-excited localized microbeam modes M1 through M4 are

shown in Figures 7.12b through 7.12e, respectively. Notice that self-excitation

yields a considerable increase in the effective quality factors of the four resonance.

The increased quality factor is directly related to the gain of the feedback amplifier.

As a result, this method of self excitation is also called Q-control [127].

The device in Figure 7.1 was also operated in self-excitation mode at atmo-

spheric pressure. A comparison between the localized microbeam resonance M2
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Figure 7.13: Frequency response of a SISO coupled microbeam sensor operated
in air using (a) a swept sine wave to drive the device and (b)−(e) the positive
feedback technique depicted in Figure 7.12 to individually excite each localized
microbeam mode.
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Figure 7.14: The frequency response of the device shown in Figure 7.1 near
localized microbeam mode M2, when the device is driven with a swept sine (grey
curve) and self-excited (black curve). The plot clearly depicts an increase in the
effective quality factor for the self-excited case.

when the device is driven in open loop with a swept sine and when the device is

self-excited is shown in Figure 7.14. The effective quality factor of resonance M2

increased by approximately two orders of magnitude (Q ≈ 165 for the frequency

sweep and Q ≈ 16380 for self-excitation). The extremely narrow line-width sug-

gests that high sensitivity detection can be achieved in air by tracking the location

of this resonance peak. This can be achieved in practice by using a phase locked

loop (PLL), frequency counter, a gated timer, or various other frequency demod-

ulator circuits [5, 67, 79, 114, 127, 137].
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Figure 7.15: The frequency shift, subtracted from the mean, with respect to
time of the localized microbeam mode of S2 measured from (a) the response of
the shuttle mass (laser pointed near the end of the shuttle mass) and (b) the
response of microbeam S2 (laser pointed at near the end of S2). Histograms
of the resonance frequency time series in (a) and (b) are shown in (c) and (d),
respectively, and show normal distributions.

In this experiment a vector signal analyzer was used to track the frequency

of the self-excited resonance peaks. Figures 7.15(a) and 7.15(b) show the time

evolution of resonance frequency of S2, which is subtracted from the mean of the

frequency fluctuations, when the laser is pointed at the shuttle mass and directly at

the microbeam S2, respectively. Notice that better frequency stability is achieved

when the resonance frequency is measured directly from S2. Figures 7.15(c) and

7.15(d) are the histograms of the time series data shown in Figures 7.15(a) and

7.15(b), respectively. The histograms show that the population of all frequency

measurements in each case have a normal (or gaussian) distribution. When the

localized resonance of S2 is measured from the shuttle mass, the standard deviation
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of the frequency fluctuations is 0.32 Hz. Assuming a normal distribution, 99%

of the resonance frequency population falls within 0.82 Hz of the mean, which

is 83.362 kHz. In other words, this method achieves approximately 10 parts per

million (ppm) frequency resolution. As stated in Section 7.6 the mass responsivity

of the localized microbeam mode for S2 is approximately 14Hz/pg, which leads

to an approximate mass sensitivity of 59 fg in air.

In comparison, smaller standard deviation (or higher frequency resolution) is

obtained when the resonance frequency is measured directly from the response

of S2, specifically 0.068 Hz. In this case 99% of the resonance frequency popula-

tion falls within 0.17 Hz of the mean, which is 83.556 kHz. In other words, the

frequency resolution is approximately 2 ppm. Again, assuming an approximate

responsivity of 14Hz/pg, the mass sensitivity is approximately 12 fg.

A 5× increase in frequency resolution is observed when the localized resonance

is measured directly from the response of microbeam S2. One of the shortcomings

of the SISO coupled microbeam array architecture is that there is an inherent

reduction in the vibration amplitude when the coupled resonance frequencies are

sensed through the response of an intermediate oscillator (the shuttle mass). This

reduction in amplitude, and therefore reduction in signal to noise ratio, is believed

to play a large role in the reduced frequency resolution. A 10× reduction in

amplitude at this resonance is observed, when driving the device in open loop with
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Figure 7.16: The frequency response of the shuttle mass (black curve) and
microbeam S2 (red curve) near localized microbeam mode M2, when the device
is driven with band-limited white noise in air.

a band-limited white noise signal, in the response of the shuttle mass compared to

the response of microbeam S2 (see Figure 7.16). It is important to note, however,

that a mass sensitivity of 59 fg in air shows significant improvement over the first

generation device presented in Section 6, which showed poor performance in air.

This relatively high sensitivity, is believed to be sufficient for some applications,

however, can be drastically improved through device scaling in future generation

devices. Also, the electronics used to track the resonance frequencies are believed

to be the dominant source of noise in these measurements. Sensitivity metrics

can also be increased in the future by implementing low noise amplifiers for the

the variable gain and phase portions of the oscillator circuit. In addition, future
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Figure 7.17: The frequency shift, subtracted from the mean, with respect to
time of the localized microbeam mode of S1 measured from (a) the response of
the shuttle mass (laser pointed near the end of the shuttle mass) and (b) the
response of microbeam S2 (laser pointed at near the end of S2).

devices could incorporate on-chip electronics with electrostatic detection to further

improve sensitivity metrics [136].

The other localized modes were also tracked using the self-excitation, but

showed slightly worse frequency resolution due to their smaller open-loop am-

plitudes. Figure 7.17 shows time evolution of the frequency fluctuations for the

localized microbeam resonance corresponding to S1, when the laser is pointed

at the shuttle mass (Figure 7.17a) and when the laser is pointed directly at S1

(Figure 7.17b). From these investigations it is clear that in future designs the

amplitude of the localized resonances must be optimized while still maintaining

ample localization for sensitive SISO arrayed mass sensing.
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Figure 7.18: The frequency shift, subtracted from the mean, with respect to
time of the localized microbeam mode of S2 measured from the response of the
shuttle mass. At location (1) 50 sccm of methanol is introduced into the chamber
and the frequency shifts due to adsorption of methanol in the polystyrene. At
location (2) the methanol is turned off and at location (3) the chamber is purged
with nitrogen to desorb the methanol and reset the sensor. Finally, at location
(4) the nitrogen is turned off and the frequency levels off again.

To investigate the kinematics of the absorbtion process the resonance frequency

of the localized microbeam modes can be tracked using the self-excitation tech-

nique. The time evolution of the localized microbeam mode M2 when methanol

vapor is injected into the chamber is shown in Figure 7.18. Between 0 and 840

seconds, the chamber is filled with nitrogen gas at atmospheric pressure. The

slight drift in the signal is can be due to thermal drift of the cantilever or it could

also be due to changing temperature and/or pressure within the chamber. At 840

seconds, the location labeled (1), nitrogen was introduced into the chamber at

a relatively slow flow rate of 50 sccm. Due to the adsorption of methanol into

the polystyrene on the microbeam’s tip, the effective mass of the microbeam in-

creases and its coupled resonance frequency correspondingly decreases. At about
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1320 seconds, location labeled (2), the methanol flow is shut off and the system is

allowed to equilibrate for 840 seconds. Note, since the chamber volume is large, it

takes a approximately 1 hour for the nitrogen in the chamber to be completely re-

placed by the methanol/nitrogen mixture from the bubbler, therefore the chamber

is continually increasing in methanol concentration during the 480 seconds that

the methanol mixture is flowing into the chamber. At location (3), the cham-

ber is flushed with nitrogen and the methanol is desorbed from the polystyrene,

thereby resetting the sensor. At location (4) the nitrogen flow is stopped and the

chamber is held at atmospheric pressure. The resonance frequency of the localized

microbeam mode after (4) is higher than it is before (1). This was likely due to

the presence of a small amount of residual methanol in the first 840 seconds of the

experiment (before (1)) that was left in the polymer from the previous experiment.
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SISO, Multi-Analyte Biosensor

The integration of micro- and nano- scale senors with lab-on-a-chip microfluidic

systems allows for the detection of biomolecules in minuscule sample volumes,

thereby dramatically reducing cost. By having sample preparation components

on chip, these microfluidic systems also exhibit extremely high throughput. To

date, a host of different transducers have been studied for biomolecular detection;

electronic field effect sensors [47], optical sensors [30], static surface stress sensors

[46, 8], and resonant sensors [123, 124, 63], each of which has inherent benefits and

drawbacks. For these biosensing applications, the use of SISO coupled mass sensor

arrays will reduce the number of input and output channels, thereby reducing

hardware, signal processing requirements, and the overall size of the chip. This can

ultimately lead to further reductions in cost and can also increase the amount of
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real-estate on chip for microfluidic components which may be vital for applications

where complex fluids, such as blood, are being analyzed. In this section the

concept for a SISO multi-analyte biosensor, based on coupled microbeams with

internal flow-through, is presented.

8.1 Operating in Liquids

Since biomolecular detection takes place in liquid environments, resonant based

sensors suffer from increased viscous drag and reduced quality factor, which ulti-

mately leads to low frequency resolution and mass sensitivity. Low quality factors

for resonating cantilevers in liquid have been reported to be on the order of Q ∼ 1

[127], which is approximately two orders of magnitude smaller than the quality

factors obtained in air Q ∼ 100.

If operated in a liquid environment, the peaks corresponding to the microbeam

resonances in the multi-functional SISO mass sensor’s shuttle mass response would

likely be indistinguishable due to their inherently small amplitudes. To illustrate

this the shuttle mass response of the second generation device was simulated for

a variety of quality factors (see Figure 8.1). In this simulation the isolated reso-

nances of the shuttle mass and microbeam sensors are assumed to all have equal

quality factors. Notice that the four higher frequency localized microbeam modes
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Figure 8.1: Simulated shuttle mass response for the second generation device
in Section 7 for Q = 100 (red curve), Q = 50 (green curve), Q = 10 (light blue
curve), Q = 5 (darker blue curve), and Q = 2 (black curve).

are indistinguishable for Q = 5 and completely disappear in the shuttle mass

response for Q = 2. As a result the current device most-likely will not work in

liquids, since Q-values below 5 are expected. The multi-functional SISO mass sen-

sor is Q-limited, which necessitates the development of alternative approaches for

liquid operation. Several approaches that have been investigated for overcoming

the Q-limitation in liquids are discussed here.

One approach is to measure the resonant frequency of the oscillator before and

after being submerged in the liquid sample environment [63, 123]. The problems

with this method are (i) that the frequency measurement does not take place in
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real time and (ii) that in removing the sensor from the liquid environment the

likelihood of contamination is much greater. Another issue is that the detection

process takes a long time.

Another approach is to use the Q-control method discussed in Section 7.8

to increase the effective quality factor by more than two orders of magnitude

[5, 127, 57]. While this method increases Q, it has been found that it also increases

noise [126]. Recent reports have shown that operating the self-excited loop in a

nonlinear regime can squeeze noise and therefore increase mass sensitivity by

several orders of magnitude in liquids [100]. This is a promising approach to

overcoming the inherently low quality factors in liquids and it can be used in

conjunction with the method discussed in the next section to create an ultra-

sensitive SISO multi-analyte biosensor.

8.2 Internal Flow-Through

A very promising approach to detecting analytes in liquid is to create a sensor

that utilizes sensing elements that serve as both microchannels and resonant mi-

crobeams [25, 24, 26]. By allowing fluid to flow through the inside of the hollow

suspended microchannel resonator (SMR) the gaseous surrounding environment

can be pumped down to low pressures, thereby increasing quality factor, frequency
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Figure 8.2: Concept for a the suspended microchannel resonator developed by
Burg et al [26]. Also shown is the cross section of the hollow resonator with labeled
dimensions.

resolution, and mass sensitivity by orders of magnitude. Burg et al. [23] state that

no significant drop in quality factor occurs when fluid is present inside the channel

and that quality factors of 15,000 are achieved when fluid is passing through the

inside of the device. As a result of the high Q-value they achieve a frequency

stability of approximately 10 parts per billion and a resulting mass sensitivity of

300 ag (attograms).

Figure 8.2 depicts the general SMR concept. Fluidic interfaces allow for liq-

uids to be pumped from the inlet to the outlet of the microfluidic channel. The

cross-section of the resonator is a hollow rectangle with moment inertia given by

I = (woh
3
o − wih

3
i )/12, where wo and ho are the outer width and outer height,

respectively, and wi and hi are the inner width and inner height, respectively.

The resonance frequency of the sensor is given by

ω0 =

√

k

meff

,
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where meff is effective mass and k is the stiffness of the fixed-fixed hollow beam

that is given by

k =
192EI

L2
,

where E is Young’s modulus, I is the moment of inertia, and L is the length of

the fixed-fixed beam. For a liquid filled resonator the total effective mass depends

on the mass of the beam, the density of the liquid, and the mass of the analyte

adsorbed on the inner walls of the resonator. For a detailed discussion of the design

and sensitivity of SMR devices see [26]. It is important to note that the surface

area to volume ratio of the channel plays an important role in the sensitivity of

the device. Specifically, the sensitivity of the SMR to added mass increases as

surface area to volume ratio increases, or the cross-section of the device decreases.

The sensitivity will also increase as the wall thickness decreases.

In practice functionalization of the SMR inner walls, which takes place after

fabrication, involves flowing a buffer solution containing a specific biomolecule

through the inside of the microbeam. The biomolecule will non-specifically bind

to the inner wall of the cantilever, thereby functionalizing the sensor surface.

When the target biomolecules flow through channel they bind to the immobilized

receptors. If the density of the bound molecules is different than the density of

the buffer solution, then the effective mass of the microbeam will change, thereby

shifting the resonant frequency. As an example, Burg et al [26] report that proteins
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can be detected using this method because their densities are between 1.3 and

1.4 g/cm3 and the density of a buffer solution is typically 1 g/cm3. In recent work

they have also used unfunctionalized devices to weigh individual nanoparticles

and bacteria [23] with femtogram masses.

8.3 SISO Multi-Analyte Biosensor Concept

The current SMR concept can be used to detect multiple biomolecules in an

array architecture, however, each would have to be monitored with an individual

output signal. To reduce the number of input and output channels required,

the SISO multi-analyte mass sensor array concept can be adopted. A host of

different geometries and operation principles have been considered, however, the

one discussed in this section is believed to be favorable for this application.

Here, some of the challenges associated with enabling this new technology

are addressed. First of all, fluid needs to be passed to all of the microbeams in

the coupled array, which as one could imagine, is nontrivial due to the complex

geometry of the SISO multi-analyte mass sensors previously discussed. To func-

tionalize the inside of each microbeam with a different coating, it is necessary to

have an individual fluidic inlet and outlet for each microbeam. Again, this is com-

plicated by the geometric constraints inherent to this type resonant sensor. Also,
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the structure should be designed such that the localized microbeam modes are

sufficiently separated from other vibration modes of the system and that there

is ample spacing between each of the localized microbeam modes, while fitting

into the SMR framework previously discussed. This design should also permit the

implementation of a large number of frequency mistuned microbeams so that a

wide variety of analytes can be detected.

A CAD drawing of the proposed device, which overcomes these design issues,

is shown in Figure 8.3. The structure is composed of six functionalized microbeam

sensors M, a rigid shuttle mass SM, and supporting flexures T. The arrows depict

the direction of fluid flow through the fluidic channels of the resonant system. In

this design all springs in the system (T and M) are hollow microfluidic channels.

Shown by the black arrows, fluid will flow into the microbeams (FI) and out of

the corresponding torsional springs (FO). By having the microbeams connected to

mechanical ground, fluidic access to each of the microbeams can be achieved. Also,

the microfluidic design allows the microbeams to be functionalized individually

since there is an individual fluidic inlet and outlet for each beam.

To fabricate these devices micromachining techniques similar to those detailed

in [26, 119] will be used. One of the challenges of fabricating these devices will

be creating a multi-level structure where the shuttle mass is rigidly attached to

the suspended microchannel network. In the current process flow, polysilicon is
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Figure 8.3: Concept for a third-generation SISO multi-analyte Biosensor that
utilizes internal-flow through in a manner similar to [24, 25, 26]. The fluid inlets
are labeled FI, fluid outlets FO, functionalized microbeam sensors M, shuttle mass
SM, and supporting flexures T. Note that the microbeam sensors are connected
to the supporting flexures in a manner that allows fluid to continuously flow into
the microbeams sensors and out of the torsional springs (or visa versa).
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used as a sacrificial layer and low-stress low-pressure chemical-vapor deposited

(LPCVD) silicon nitride is used as the structural material. As a result, creating

the shuttle mass portion of the resonator will likely involve additional deposition

and patterning of polysilicon and silicon nitride layers.

8.4 Design and Finite Element Analysis

The inclusion of hollow microchannels complicates the design of the SISO

multi-analyte mass sensor. The complexity of the structure shown in Figure 8.3

necessitates the use of iterative finite element analysis (FEA) techniques. In this

manner the placement of the system’s resonance frequencies and the shape and

size of the sensor can be optimized to achieve the desired localized behavior and

sensitivity metrics. The preliminary structural concept has been analyzed using

finite element eigenfrequency analysis and will serve as an exemplary structure in

the discussion to follow.

Figure 8.4 shows the FEA results for the deformed mode shape at various im-

portant eigenfrequencies (resonance frequencies). Note that the deformed shapes

are scaled for visual purposes. Also note that there are four localized modes oc-

curring between (C) and (D) and four between (F) and (G) that are not shown for

the sake of brevity because they exhibit similar localized behavior but for different
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Figure 8.4: Mode Shapes for the concept device shown in Figure 8.3 obtained
using finite element analysis. See Table 8.1 for corresponding resonant frequencies.
Note that modes (C), (D), (F), (G), and (H) are highly Localized. Also note that
four localized modes occurring between (C) and (D) and four localized modes
between (F) and (G) are not shown here, but show similar behavior.

186



Chapter 8. SISO, Multi-Analyte Biosensor

Table 8.1: Resonance frequencies determined through finite element analysis for
the device shown in Figure 8.3. Mode shapes corresponding to these resonances
are shown in Figure 8.4.

Mode and Label for Figure 8.4 Resonance Freq. (kHz)
Torsional Out-of-Plane Mode (A) 27.18

Tramploline Out-of-Plane Mode (B) 39.81
First Localized Microbeam Mode (C) 86.88

Second Localized Microbeam Mode (−) 94.93
Third Localized Microbeam Mode (−) 101.78
Fourth Localized Microbeam Mode (−) 109.73
Fifth Localized Microbeam Mode (−) 118.33
Sixth Localized Microbeam Mode (D) 124.03

Second Torsional Mode (E) 136.81
Seventh Localized Microbeam Mode (F) 240.48
Eighth Localized Microbeam Mode (−) 265.79
Ninth Localized Microbeam Mode (−) 281.17
Tenth Localized Microbeam Mode (−) 307.71

Eleventh Localized Microbeam Mode (−) 332.44
Twelfth Localized Microbeam Mode (G) 341.59

Thirteenth Localized Microbeam Mode (H) 472.60
First In-Plane Mode (I) 515.50

microbeams. The first 17 resonance frequencies and corresponding modes shapes

are provided in Table 8.1.

The first mode (Figure 8.4(a)) of this system is a torsional resonance about

the axis parallel to the supporting flexures T, which occurs at a relatively low

frequency. By adjusting the geometry (i.e. the torsional stiffness) of these flexures

and the length (in the direction perpendicular to the torsional axis) of the shuttle

mass SM the frequency of this mode can be tuned to a location, in frequency space,

well below the localized microbeam modes. Note that since the microbeams M
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are attached to mechanical ground, their stiffnesses also affects the location of this

mode.

The second mode (Figure 8.4(b)) is a ’trampoline-like’ out of plane mode.

The location of this mode will also be crucial in the design of these oscillators,

in that it needs to occur well below the localized microbeam modes and either

above or below the first torsional mode. In this case it occurs slightly above the

first torsional mode. The location of this mode critically depends on the length

of the springs, T, and the size of the shuttle mass, SM, and is largely unaffected

by the stiffness of the microbeams since they are much longer than the springs T.

Therefore the resonance frequency of this mode can be approximated by assuming

that the structure is essentially a spring-mass system, where the effective mass is

approximately the mass of SM and the stiffness is approximately the combined

out of plane flexural stiffness of the six supporting flexures. The approximate

resonance frequency is

Ωtrampoline ≈
√

kT

msm
,

where kT = 12nEIT/L
3
T , n = 6 since there are six flexures, IT is the moment

of inertia of the supporting flexures, LT is the length of the supporting flexures,

msm = wsmhsmLsmρ, ρ is the density of the structural material, and wsm, hsm,

and Lsm are the width, height, and length of the shuttle mass, respectively.
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Occurring well above the torsional and trampoline modes are the first six

localized microbeam modes. The mode shapes shown in Figure 8.4(c) and (d)

represent the first and sixth localized microbeam mode and indicate that energy is

largely confined to the vibration of one microbeam. The four localized microbeam

modes occurring between these two modes behave in a similar manner. Note that

due to the boundary conditions of the microbeams, they essentially behave as

fixed-fixed beams resonating at their first harmonic. As a result the resonance

frequency of these modes can be approximated by the the following equation

Ωlocalized ≈ αn

√

EIm
mmL3

m

, (8.1)

where αn is a constant that corresponds to the natural frequency of the nth mode

(i.e. α1 = 22.37, α2 = 61.67, and α3 = 120.90), Im is the moment of inertia of a

given microbeam, mm is the mass of a given microbeam, and Lm is the length of

a given microbeam. Each localized microbeam mode causes the shuttle mass to

vibrate torsionally since the vibrational energy is confined to a location far from

the axis parallel to the supporting flexures T. The spacing between each localized

mode is tailored by varying the length Lm of each microbeam.

The first six localized microbeam modes also occur well below the next high-

est frequency mode, which is a torsional mode about the axis parallel to the

microbeams (see Figure 8.4(e)). This mode strongly depends on the stiffness of
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the springs T, as well as the width wsm (in the direction parallel to the springs

T) of the shuttle mass.

The next six modes above the second torsional mode are localized microbeam

modes where the microbeams behave essentially as fixed-fixed beams resonat-

ing at their second harmonic (see Figures 8.4(F) and (G)). Equation 8.1, with

α2 = 61.67, can be used to estimate to resonance frequencies of these modes.

Higher order localized modes offer several benefits for mass sensing First of all,

their effective masses are lower, which leads to higher mass responsivities. Second,

as demonstrated by Dohn et al. [39], the mass responsivity for a given mode of

a microbeam strongly depends on the position of the bound analyte. For exam-

ple, the first mode of a fixed-fixed beam will have the highest mass responsivity

when mass is bound to the center of the beam, which happens to be the loca-

tion of maximum amplitude. Likewise, the second mode of a fixed-fixed beam

will have the highest mass responsivity when mass is bound to the two maximum

amplitude points of the beam. Therefore, provided that this structure can be se-

lectively functionalized, the use of these higher order localized modes can double

the number of analytes that can be distinctly detected with a single input and a

single output signal. Also, due to the position depended mass sensitive behavior

of these modes, the location of a single biomolecule or group of biomolecules can

be determined by the relative frequency shift of each of the microbeam modes,
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which can ultimately help determine the distribution of bound and/or unbound

mass in each of the microchannels.

The structure also has localized microbeam modes where the microbeams be-

have essentially as fixed-fixed beams resonating at their third harmonic (see Fig-

ures 8.4(H)). Sensing with these modes, however, may be hindered by higher order

in-plane modes, as shown in Figure 8.4(I), that begin surfacing at nearby frequen-

cies. Sensing with this third set of localized modes can be enabled by designing

the microbeams to have higher in-plane stiffenesses (i.e. making the beams wider).

The analysis discussed here shows that this concept will work for the proposed

SISO multi-functional SMR sensor application. While there are many geometries

that can be realized for this application, it is in our opinion that this configuration

will provide significant bandwidth and flexibility for a large number of microbeams

to be implemented. At the same time this device concept is ideal for fitting into

the current SMR framework.

8.5 Device Response

To investigate the response of the sensor previously discussed, a prototype

device was fabricated. Figure 8.5 shows a scanning electron micrograph of the

fabricated sensor, with labeled shuttle mass SM, microbeam sensors M, and sup-
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Figure 8.5: Scanning electron micrograph of a prototype device built to inves-
tigate the dynamics of the SISO multi-analyte device shown in Figure 8.3. The
device was micromachined out of bulk silicon and is composed of a shuttle mass
SM, microbeam sensors M, and supporting flexures T. Note that the seven laser
locations corresponding to each of the seven responses shown in Figure 8.6 are
depicted as blue x’s.

porting flexures T. The device was fabricated on a silicon-on-insulator (SOI) wafer

with a 30 µm device layer and a 5 µm buried oxide layer. The fabrication process

flow discussed in Section 7.2 was used to fabricate the device, but without back-

side processing. The approximate dimensions for the fabricated device are shown

in Table 8.2.

The device was actuated electrostatically by grounding the substrate beneath

the device and applying a 2V square root cosine signal to the top device layer.
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Table 8.2: Approximate dimensions for the prototype SISO multi-analyte device
shown in Figure 8.5.

Length (µm) Width (µm) Thickness (µm)

Shuttle Mass 406 126 30
548
527

Microbeams 508 20 3
491
476
461

Supporting Flexures 135 20 3

To reduce viscous damping and squeeze film damping, caused by fluid pumping

between the device and the underlying substrate, testing was carried out in a

chamber held at 7.6 Torr. The response of the shuttle mass and each of the

microbeams were recovered by sweeping the frequency of the excitation signal and

measuring the resulting motion, at each location labeled with a blue x in Figure

8.5, with a the laser vibrometer. The top panel of Figure 8.6 shows the response

of the shuttle mass. The low frequency resonance labeled (1) is the trampoline

mode and the six higher frequency resonances labeled (A)−(F) are the localized

microbeam modes. In the bottom panel of Figure 8.6 the response near each

resonances (A)−(F), for the shuttle mass and each of the microbeams, are shown.

The relative amplitude of each response at resonance verifies the localized nature

each microbeam mode. To verify the mode shape at each resonance a scanning

laser vibrometer was used. Figure 8.7 depicts the experimental mode shape at
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Figure 8.6: Frequency response, obtained using a laser vibrometer, of the pro-
totype device shown in Figure 8.5 actuated electrostatically by a 2 V square root
cosine signal in 7.6 Torr vacuum. The top panel shows the response of the shut-
tle mass and the bottom panel shows the response of each microbeam and the
response of shuttle mass near each resonance labeled (A)−(F).
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Figure 8.7: Mode Shapes, obtained experimentally using a scanning laser vi-
brometer, at each of the resonance frequencies shown in Figure 8.6. Note that
modes (A)−(f) are highly Localized and agree well with the mode shapes pre-
dicted with FEA in Figure 8.4.

each of the seven resonances in Figure 8.6. The low frequency resonance exhibits

’trampoline-like’ motion and the six higher frequency resonances are the highly

localized as expected.

The results from this preliminary study show that the response of the device

has six distinct resonances that correspond to a highly localized modes where

the vibration energy is confined to a single microbeam. This will lead to the

desired diagonally dominant mass responsivity matrix. The localized microbeam

resonances are well separated from other modes in the system, such as the low
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frequency trampoline mode. Also, there are six well defined microbeam resonances

in the shuttle mass response, which indicates that this structure can successfully

detect six distinct analytes with a single input single and a single output signal.

One interesting aspect of this study is that the first torsional mode, which was

predicted with FEA, was not observed in the frequency response. This is likely

due to the fact that the entire structure is electrostatically forced with the same

signal, which effectively suppresses the torsional modes. Torsional modes would

appear if the the structure was asymmetrically forced.
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Chapter 9

Conclusions and Future Work:

Coupled MEMS

9.1 SISO Multi-Analyte Sensor

In the second portion of this dissertation, a novel concept that utilizes an

array of coupled microelectromechanical resonators is investigated for mass sensing

applications. By utilizing vibration localization in a set of frequency-mistuned

microbeams, all requisite resonance frequency information is embedded in the

response of a common shuttle mass oscillator, which is used for both actuation

and sensing. As a result, multiple analytes can be uniquely detected with a single

input signal and a single output signal. This coupled architecture therefore reduces
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the hardware and signal processing requirements, as well as the overall cost and

complexity of the sensor.

A relatively simple mathematical model used to describe the dynamics of this

system has been formulated. In Chapter 5 the mathematical model, the desired

frequency response characteristic, and design considerations are thoroughly dis-

cussed. The mass sensitivity of the coupled architecture is investigated and com-

pared to the sensitivity of the conventional uncoupled architecture. It is shown

that the mass responsivity of the coupled system will always be less than the mass

responsivity of the uncoupled system; however, it will be close provided that the

microbeam modes are sufficiently localized. The frequency resolution, which also

affects mass sensitivity, is derived for the uncoupled system and used to gain an

initial understanding of how the coupled system’s frequency resolution will com-

pare. The full derivation is set up for the coupled system, but is left for future

work. Despite a reduced responsivity, frequency resolution, and therefore mass

sensitivity, the platform is shown to have unique scaling benefits. Specifically, for

the capacitive transduction case, it is shown that the detectiblility is drastically

increased by sensing the resonances of the microbeams through a larger shuttle

mass oscillator, which is expected to lead to increased sensor performance.

In Chapter 6 a proof-of-concept SISO multi-analyte sensor is presented, which

was designed using the theoretical framework in Chapter 5. The response of the
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device is investigated experimentally and the modes are investigated using finite

element analysis (FEA). A mass detection experiment, which involved focused

ion beam (FIB) depositing a small amount of Platinum on the tip of one of

the microbeams, successfully proved the viability of the innovative mass sensing

concept. The mass responsivity of the mass loaded microbeam was approximately

3.3Hz/pg, a metric which is improved by device scaling in the second generation

device. Some issues such as poor spacing between certain modes and low quality

factors in air are observed in the experiments and used to help design the next

generation devices.

In Chapter 7, the unique ability to detect and identify multiple chemicals

using a single input and single output signal is experimentally demonstrated for

the first time using the second generation coupled microresonator array. The

sensor was backside processed to remove the substrate beneath the device to

increase the Q-values of the localized microbeam modes in air. Each microbeam

was functionalized with a different polymer coating, which readily absorbs volatile

organic vapors, using a capillary tube dipping method. Solvent vapors (toluene,

methanol, and toluene/methanol mixtures) were detected and identified based on

the frequency shift pattern of the localized microbeam resonances. The sensor

was operated in closed loop to self-excite each localized microbeam mode and

affectively amplify their quality factors by two orders of magnitude. Using this
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setup, the localized modes were tracked in real time. The frequency resolution

was approximately 0.82 Hz in air for one of the localized resonances when it

was tracked through the shuttle mass, which leads a mass sensitivity of 59 fg.

This relatively high sensitivity in air shows significant improvement over the first

generation device and is believed to be more than sufficient for many applications.

In Chapter 8 the concept for a third generation SISO multi-analyte biosen-

sor is presented. When operated in liquids for biosensing applications, resonant

sensors suffer from severely reduced Q-values. The internal flow-through concept

developed by Burg et al. [26] solves this issue by allowing fluid to flow through

the inside of the resonator while the surrounding environment is pumped down to

low pressures. This concept is incorporated into the SISO coupled microresonator

framework. This unique structure is discussed and analyzed using FEA. A pro-

totype device is created to investigate the frequency response and mode shapes

experimentally. The preliminary results verify that this device can be used to

detect six distinct analytes using a single input and a single output signal. In

addition this configuration will provide significant bandwidth and flexibility for

a large number of microbeams to be implemented. At the same time this de-

vice concept is ideal for fitting into the current suspended microchannel resonator

framework.
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9.2 Future Work

There are many possible research directions for the SISO multi-analyte mass

sensor platform detailed in this work. Here, future research topics that are believed

to be the most important are discussed.

• Ultrasensitive Coupled Nanomechanical Cantilever Arrays for Chem-

ical Sensing Applications: The SISO multi-analyte chemical sensor in

Chapter 7 was created for proof-of-concept purposes. Future research is

aimed at developing larger arrays of coupled mass sensors and optimizing

their performance for chemical sensing applications such as explosive (TNT)

detection and environmental monitoring. This will involve increasing the de-

vice’s sensitivity to chemical analytes in ambient environmental conditions.

The cantilevers in the coupled array can be downsized to the nano-scale in

order to increase the mass responsivities of the localized modes. The goal

will be to achieve sub-femtogram mass sensitivities and sub-ppm analyte

sensitivities. By creating coupled arrays of nano-cantilevers that are ca-

pacitively actuated and sensed, the scaling benefits discussed in Section 5.6

will be investigated. Specifically, it will be demonstrated that the increased

transducer area provided by the shuttle mass improves the detectability

and therefore sensitivity of the mass sensor array. Further improvements
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Figure 9.1: Scanning electron micrograph of a SISO multi-analyte sensor incor-
porating tin oxide nanowire patches on the tip of three microbeams. Note that
the two righthand panels show close-ups of the nanowires.

in sensitivity can be made by using the self-excitation method discussed in

Section 7.8 along with on-chip electronics for capacitive read-out. This novel

platform will simultaneously enable single input-single output detection and

ultrasensitive detection in realistic environments.

• Surface Functionalization and Enhancement: One of the major is-

sues that chemical mass sensors still face is specificity. Non-specific binding

events occurring at the chemically sensitized surface, when operating in a

realistic environment, are not fully understood. In the future, collaborations

with chemists and material scientists can be established to form an inter-

disciplinary research team to tackle this issue and engineer new chemical

coatings that are resistant to non-specific binding. Also, selectively apply-
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ing these coatings to individual nano-scale cantilevers will be non-trivial and

will likely be accomplished by using techniques such as dip-pen lithography.

In addition, methods for enhancing the active surface area to increase sen-

sitivity are currently being developed by our research group. Figure 9.1

shows a SISO multi-analyte sensor with chemical vapor deposited tin oxide

nanowire patches on the tips of three microbeams. Incorporating functional-

ized nanowire patches into SISO multi-analyte chemical sensors is expected

to increase the active surface area by two to three orders of magnitude,

thereby enhancing the overall sensitivity.

• SISO Multi-Analyte Biosensor: A concept for a biosensor that incor-

porates coupled microbeams with internal flow-through, which circumvents

issues associated with operating the resonator in liquid environments and

selective funcationalization, has been developed. While the dynamics of the

structure have been investigated with FEA and preliminary experiments us-

ing a solid silicon structure, a considerable amount of work remains to fully

develop the device. Future work is aimed at modifying the process flow de-

veloped by Burg et al. [26], for fabricating hollow resonators, to create the

complex SISO multi-analyte biosensors. Once fabricated, each microbeam

will be functionalized differently and multiple biomolecules will be detected

with a single input signal and single output signal.
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• Quality Factor Control: The second generation SISO multi-analyte chem-

ical sensor was self-excited using a positive feedback scheme similar to [127].

While this method successfully amplified the quality factors of the localized

microbeam modes by more than two orders of magnitude in air, it is uncer-

tain whether or not it will work the same in liquids. Due to inherently low

quality factors in liquids, the localized microbeam modes are expected be

indistinguishable when operated in open loop. An interesting study would

be to self-excite these sensors in liquids and investigate whether or not this

method renders distinguishable resonances. Operating the self-excited loop

in a nonlinear regime can also be utilized to help squeeze noise and there-

fore increase mass sensitivity in liquids [100]. In addition, the geometric

configuration of future devices can be modified to passively reduce drag and

therefore increase Q-values in liquids.

• Frequency Resolution: In Chapter 5.5 statistical techniques are used to

determine the frequency resolution for an uncouple microresonator in the

limit of thermal-mechanical noise. While this metric can be used to esti-

mate how the frequency resolution of the coupled system compares to the

uncoupled system, a more thorough treatment is necessary to fully under-

stand how the coupled system’s parameters effect the frequency resolution.
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Future efforts will be aimed at deriving a frequency resolution metric for the

coupled system using the same techniques used in the uncoupled derivation.
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Appendix A

Magnetically Buckled Microbeam

As discussed in Section 4.3, chaotic behavior is expected to occur in a microbeam
buckled by a compressive end load. A microbeam with an end load generated by
a Lorentz forces is shown in Figure A.1. Here, a DC current IDC is applied to a
conductive loop on the microbeam’s top surface and a magnetic field is supplied
by an external magnet to generate a Lorentz force Fb to axially compress the
microbeam. The Lorentz force is

Fb = IDCwaB(cos θx̂+ sin θẑ)

where θ is the angle of the magnetic field with respect to the positive z-axis and has
to be 0, π, 2π, · · · in order for an axial load to be produced, IDC is the DC current
that is positive in the clockwise direction and negative in the counterclockwise
direction, and wa is the width of the current loop. The orientation of B and
IDC should be chosen such that a compressive end load is produced (i.e., in the
negative x-direction).

The compressive load at the end of the microbeam will cause the microbeam
to buckle to a new equilibrium position due to the double-well nature of the
potential energy, a consequence of the effective linear stiffness being negative.
The critical load for buckling to occur can be approximated by the Euler buckling
load equation

Fcr =
π2EI

4L2

where E is the Young’s Modulus, L is the length of the microbeam, and I =
wbt

3/12 is the moment of inertia for a microbeam with a rectangular cross section
(see Figure A.1 for dimensions). The criterion for buckling, and therefore a double
well potential, to occur is

|IDCB| > π2Ewbt
3

48waL2
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t
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ẑ
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Figure A.1: Concept for a chaotic oscillator based on a microbeam buckled by
an end load.

and θ = 0, π, 2π, · · · . A variety of different actuation methods (i.e. magnetic,
piezoelectric, capacitive) can be used to excite the device when it is in the buck-
led state. Devices can be fabricated using standard micromachining techniques,
similar to [103]. Melnikov analysis will be used to predict the existence of chaos
for the system and the dynamics of the device will be studied numerically and
experimentally.
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Appendix B

Additional Chemical Sensing
Experiments

The lowest frequency microbeam (M1) of a device similar to the one studied in
Chapter 7 (the only difference is the thickness of the microbeams and therefore
the frequency of the localized resonances) was functionalized with a standard
photoresist (OCG 825 from Arch Chemicals, Inc.), which readily absorbs volatile
organic vapors. The device was base excited with a piezoelectric actuator and the
motion of the shuttle mass B was sensed with a laser vibrometer. Figure B.1(a)
shows the resulting frequency response when operating in a 1 torr environment.
The device has a bulk out of plane mode B depicted in Figure B.1(b) (labeled
but below the spectrum in Figure B.1(a)), and four higher frequency localized
microbeam modes M1 through M4. Note that localized modes M1 and M2 are
depicted in Figures B.1(c) and B.1(d), respectively, and M3 and M4 have similar
behavior but are not depicted here for the sake of brevity. Also note that all mode
shapes are obtained by using a scanning laser vibrometer.

The device was placed into a vacuum chamber with a constant nitrogen supply,
which was held at 100 torr, and frequency responses of the shuttle mass B, driven
near each of the localized microbeam modes were recorded. A nitrogen bubbler
was then used to introduce methanol vapor into the chamber, which was again held
at 100 torr, and the frequency responses were again rerecorded. The presence of
methanol vapor causes the resonance peak corresponding to the polymer coated
microbeam to shift downward by about 85 Hz (see Figure B.2(a)), while the
resonance peaks corresponding to the uncoated microbeams undergo much smaller
shifts that are induced solely through coupling (see Figures B.2(b)-B.2(d)). Upon
switching the gas back to nitrogen, the resonance frequencies of microbeams shift
upwards, close to their original values. Clearly these results demonstrate that the

224



Appendix B. Additional Chemical Sensing Experiments

Figure B.1: (a) The frequency response of the device obtained experimentally by
base exciting the sensor with a piezoelectric actuator and sensing the shuttle mass
motion with the laser vibrometer in 1 Torr vacuum. (Note that the response was
taken before polymer coating sensor M1). The three mode shapes depicted in (b)-
(d) were obtained experimentally by using a Polytec scanning laser vibrometer.
Resonances M1 and M2 in (a) correspond to the modes in (c) and (d) respectively.
Note that resonances M3 and M4 have similar mode shapes to M1 and M2. The
mode shape in (b) corresponds to the low frequency bulk out of plane mode
occurring below the resonant modes shown in (a).
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Figure B.2: Experimentally obtained frequency response curves of localized
mode (a) M1, (b) M2, (c) M3, and (d) M4 for the sensor driven by a piezoelectric
actuator in a 100 torr vacuum with nitrogen gas (black curves) and methanol
vapor (grey curves) flowing into the chamber. (Note that the grey curves were
recorded after allowing the methanol to flow for 30 minutes.) The resonance
corresponding to the polymer coated microbeam M1, shifts much more than the
resonance corresponding to the uncoated microbeams due to the adsorption of
methanol vapor and corresponding increase in mass.
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Figure B.3: Experimentally obtained frequency response curves near localized
modes (a) M1, (b) M2, (c) M3, and (d) M4 when the sensor driven by a piezo-
electric actuator with a band-limited white noise signal signal in 200Torr vacuum
with pure nitrogen gas (black curves) and 6.0% methanol vapor (blue curves)
flowing into the chamber. (Note that the blue curves were recorded after allowing
the methanol to flow for 30 minutes.)

sensor has sufficiently localized modes, a diagonally dominant mass responsivity
matrix, and possesses the ability to detect the presence of a single solvent.

In Section 7.7 of Chapter 7 the chemical detection and identification experi-
ments were carried out using a swept sine signal to excite each localized microbeam
mode. Similar results were achieved using a band-limited white noise signal to
simultaneously excite all modes. This is evident in Figure B.3, which shows the
downward shift of each localized microbeam mode due to the presence of 6.0%
methanol vapor in the test chamber when the device was excited with band-limited
white noise.
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Appendix C

Q-Control

In this section Q-control of a single-degree-of-freedom (SDOF) resonator is de-
scribed theoretically. Note that this method has been thoroughly investigated for
SDOF resonators in previous work [5, 57, 79, 114, 127, 137]. Consider a resonator
with a linear response described by the transfer function

G(iω) =
1

1 −
(

ω
ω0

)2

+ i
(

1
Q

)(

ω
ω0

)
, (C.1)

where ω0 is the resonance frequency and Q is the quality factor. In the feedback
scheme shown in C.1(a), the motion of the cantilever is fed into a controller,
summed with an arbitrary force, and fed back into the input of the cantilever.
The loop transfer function for this system is

G(iω) =
G(iω)

1 ± C(iω)G(iω)
, (C.2)

where the transfer function of the controller is [127]

C(iω) = eiω0t0g, (C.3)

and g is the gain and t0 is the time shift. In a practical implementation an
amplifier would be used to provide the gain and a phase shifter would be used to
provide the time shift. Note that the time shift is related to the phase shift by
φ0 = ω0t0. The magnitude of the closed loop transfer function is

|G(iω)| =
1

√

[

1 −
(

ω
ω0

)2

+ g cos(ω0t0)

]2

+
[(

1
Q

)(

ω
ω0

)

− g sin(ω0t0)
]2

. (C.4)
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Figure C.1: (a) Block diagram of the feedback scheme used for control the
quality factor of a resonator. (b) The simulated response of a resonator when
operated in open loop (black solid curve), closed loop with φ0 = π/2 (blue curve),
and closed loop with φ0 = −π/2 (blue curve).

Therefore, the effective quality factor is

1

Qeff
=

1

Q
− g sin(ω0t0). (C.5)

It is important to note that the effective quality factor can be controlled by ad-
justing the gain and phase shift. At resonance (ω = ω0) the effective quality factor
becomes very large as g approaches 1/Q and for g ≥ 1/Q Equation C.4 will have
a singularity and the oscillator will become unstable (this is investigated in [100]).

The open loop and closed loop transfer function in Equations C.1 and Equa-
tions C.2, respectively, were simulated for a resonator with open loop parameters
ω0 = 10kHz and Q = 10. For a gain g = 0.095 and a phase shift of φ0 = π/2
the effective quality factor of the oscillator is increased. In contrast, for a gain
g = 0.095 and a phase shift of φ0 = −π/2, the effective quality factor is reduced.
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Appendix D

SISO Multi-Analyte Chemical
Sensor Design

Here, further design considerations are discussed for the SISO multi-analyte chem-
ical sensor detailed in Chapter 7. The dimensions of the sensor were primarily
chosen based on limitations set by the functionalization apparatus discussed in
Section 7.4. Future sensors can be made smaller by adopting a more sophisticated
method coating method such as spray coating [55, 88, 16] or dip-pen lithography
[50, 138].

The low frequency mode occurring just below the first localized and the tor-
sional mode occurring just above the last localized mode in Figure 7.2 can be
estimated analytically by making some reasonable assumptions. Since the mi-
crobeams are much smaller than the shuttle mass (their masses are two orders of
magnitude smaller than the mass of the shuttle mass), the the lowest frequency
mode can be approximated by the expression for the first harmonic of the isolated
shuttle mass

Ωlow ≈ 3.52

√

E

12ρ

h

L2
, (D.1)

where E is Young’s Modulus of silicon, ρ is the density of silicon, h is the thickness
of the shuttle mass, and L is the length of the shuttle mass. The torsional mode
can be approximated by the expression for the first torsional mode of the isolated
shuttle mass

ΩT ≈ π

L

√

G

ρ

h

w
, (D.2)

where G is the shear modulus of silicon, and w is the width of the shuttle mass.
Note that Equation (D.2) assumes that h≪ w, which is a reasonable assumption
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for this architecture (in the current device h = 5µm and w = 310µm). Applying
Equations (D.1) and (D.2) to the device in Chapter 7 yields Ωlow ≈ 60.0kHz and
ΩT ≈ 127.5kHz, respectively. These values are reasonably close to the values ob-
tained for the corresponding modes using FEA, which are 55.8 kHz and 137.0 kHz,
respectively. These analytical approximations give a conservative estimate of the
amount of available bandwidth for localized microbeam modes. This bandwidth
is given by

B ≈ (ΩT − ∆T ) − (Ωlow + ∆low), (D.3)

where ∆T and ∆low are frequency offsets from the torsional mode and low fre-
quency mode, respectively. This bandwidth will help determine the number of
microbeams that can be implemented in a given design. Consider Equation (5.8)
from Section 5.2.1 and assume that all resonances have the same nominal quality
factor Qnom and that the nominal resonance frequency of the localized microbeam
modes is given by ωnom = [(ΩT −∆T ) + (Ωlow + ∆low)]/2. The maximum number
of microbeams that can be implemented is given by

Nmax ≈ 2(ΩT − ∆T ) − (Ωlow + ∆low)

(ΩT − ∆T ) + (Ωlow + ∆low)
Qnom. (D.4)

Using this expression, in conjunction with finite element analysis, will help opti-
mize the geometry to obtain the maximum number of microbeams in future SISO
multi-analyte chemical sensors.
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